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(57) ABSTRACT

Described are systems and methods directed to generation of
a personalized three-dimensional (“3D”) body model of a
body, such as a human body, based on two-dimensional
(“2D”) images of that body and the generation and presen-
tation of predicted personalized 3D body models of the body
when one or more body measurements (e.g., body fat, body
weight, muscle mass) are changed. For example, a user may
provide a target body measurement value and the imple-
mentations will generate one or more predicted personalized
3D body models representative of a predicted appearance of
the body with the target body measurement value.
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PREDICTIVE PERSONALIZED
THREE-DIMENSIONAL BODY MODELS

BACKGROUND

[0001] Three-dimensional modeling of the human body
currently requires large or expensive sensors, such as stereo
imaging elements, three-dimensional scanners, depth sens-
ing devices, etc.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] FIGS. 1A through 1B are a transition diagram of
two-dimensional body image collection and processing to
produce a personalized three-dimensional body model of
that body that is presented back to the user, in accordance
with implementations of the present disclosure.

[0003] FIG. 2 illustrates different body directions of a
body that may be captured in two-dimensional body images
and used to produce a personalized three-dimensional body
model, in accordance with implementations of the present
disclosure.

[0004] FIG. 3A is a user interface illustrating a captured
two-dimensional body image and corresponding body mea-
surement information determined from at least the two-
dimensional body image, in accordance with implementa-
tions of the present disclosure.

[0005] FIG. 3B is a user interface illustrating a personal-
ized three-dimensional body model and corresponding body
measurement information generated from a two-dimen-
sional body image, in accordance with implementations of
the present disclosure.

[0006] FIG. 3C is a user interface illustrating an example
3D body model adjustor in the form of a slider adjustment
and resulting predicted personalized three-dimensional body
model and corresponding body measurement, in accordance
with implementations of the present disclosure.

[0007] FIG. 3D is a user interface illustrating another
example 3D body model adjustor in the form of a multi-
dimensional slider adjustment and resulting predicted per-
sonalized three-dimensional body model and corresponding
body measurement, in accordance with implementations of
the present disclosure.

[0008] FIG. 4 is an example two-dimensional body image
collection process, in accordance with implementations of
the present disclosure.

[0009] FIG. 5 is an example pose determination process,
in accordance with implementations of the present disclo-
sure.

[0010] FIG. 6 is an example body direction determination
and body direction image selection process, in accordance
with implementations of the present disclosure.

[0011] FIG. 7 is a transition diagram of processing two-
dimensional body images to produce a personalized three-
dimensional model of that body, in accordance with imple-
mentations of the present disclosure.

[0012] FIG. 8A is another transition diagram of processing
two-dimensional body images to produce a personalized
three-dimensional model of that body, in accordance with
implementations of the present disclosure.

[0013] FIG. 8B is another transition diagram of processing
two-dimensional body images to produce a personalized
three-dimensional model of that body, in accordance with
implementations of the present disclosure.
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[0014] FIG. 9 is a block diagram of components of an
image processing system, in accordance with implementa-
tions of the present disclosure.

[0015] FIG. 10 is a block diagram of a trained body
composition model that determines body parameters of a
body represented in two-dimensional body images, in accor-
dance with implementations of the present disclosure.
[0016] FIG. 11 is an example flow diagram of a three-
dimensional body model generation process, in accordance
with implementations of the present disclosure.

[0017] FIG. 12A is an example flow diagram of a three-
dimensional body model adjustment process, in accordance
with implementations of the present disclosure.

[0018] FIG. 12B is another example flow diagram of a
three-dimensional body model adjustment process, in accor-
dance with implementations of the present disclosure.
[0019] FIG. 13 is a block diagram of an example system
operable to determine body fat measurements from a two-
dimensional body image, in accordance with implementa-
tions of the present disclosure.

[0020] FIG. 14 is a block diagram of an example system
operable to determine body fat measurements from multiple
two-dimensional body images, in accordance with imple-
mentations of the present disclosure.

[0021] FIG. 15 is an example two-dimensional body
image handling process, in accordance with implementa-
tions of the present disclosure.

[0022] FIG. 16 is an example of image handling of a
two-dimensional body image, in accordance with implemen-
tations of the present disclosure.

[0023] FIG. 17 is an example body fat measurement
determination process, in accordance with implementations
of the present disclosure.

[0024] FIG. 18 is an example neural network configured to
determine body fat measurements from a normalized two-
dimensional image, in accordance with implementations of
the present disclosure.

[0025] FIG. 19 is an example model optimization process,
in accordance with implementations of the present disclo-
sure.

[0026] FIG. 20 is an example transition diagram of the
generation of predicted three-dimensional body models, in
accordance with implementations of the present disclosure.
[0027] FIG. 21 is an example three-dimensional person-
alized 3D process, in accordance with implementations of
the present disclosure.

[0028] FIG. 22 is an example predicted non-personalized
three-dimensional body parameters determination process,
in accordance with implementations of the present disclo-
sure.

[0029] FIGS. 23A through 23B is an example generate
predicted three-dimensional body model process, in accor-
dance with implementations of the present disclosure.
[0030] FIG. 24 is an example predicted three-dimensional
body model appearance process, in accordance with imple-
mentations of the present disclosure.

[0031] FIG. 25 is a block diagram of example components
of a portable device and remote computing resources, in
accordance with implementations of the present disclosure.

DETAILED DESCRIPTION

[0032] As is set forth in greater detail below, implemen-
tations of the present disclosure are directed to the collection
of two-dimensional (“2D”) body images of a body of a user,
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generation and presentation of a personalized three-dimen-
sional (“3D”) body model of the body of the user based on
those 2D body images, and the generation and presentation
of different predicted personalized 3D body models of the
body of the user at different body measurements (e.g.,
different body fat percentages, different muscle mass
amounts, different body weights, etc.).

[0033] For example, an application executing on a por-
table device that includes a 2D camera, such as cell phones,
tablets, laptops, etc., may provide instructions to a user and
collect 2D body images of a body of the user from different
body directions. In other implementations, the 2D body
images may be obtained from any other source. Those 2D
body images may be sent by the application to remote
computing resources that process the 2D body images to
determine personalized 3D body parameters, to generate a
personalized 3D body model of the body of the user, and/or
to determine body measurements of the body of the user.
Body measurements include, but are not limited to, body
composition (e.g., weight, body fat, bone mass, body mass,
body volume, etc.). Body parameters includes, but are not
limited to, shape vector of the body, pose, body dimensions
(e.g., arm length, leg length, arm circumference, leg circum-
ference, shoulder width, shoulder circumference, waist
width, waist circumference, torso width, torso circumfer-
ence, body height, etc.), texture/color, etc.

[0034] The application executing on the portable device
receives the current body measurement information and
personalized 3D body parameters, generates the personal-
ized 3D body model, and presents some or all of the body
measurements and the personalized 3D body model to the
user. The user may interact with the personalized 3D body
model to view different sides of the personalized 3D body
model and/or to visualize differences in the personalized 3D
body model if one or more body measurements change. For
example, a user may provide a target body measurement,
such as a decrease in body fat, and the disclosed implemen-
tations may generate one or more predicted personalized 3D
body models that represent a predicted appearance of the
body of the user with the target body measurement(s). In
some implementations, the predicted appearance of the body
may be presented as a 3D body slider and/or other adjustor
that the user may interact with the view progressive changes
to the body appearance at different body measurements.
[0035] FIG. 1A is a transition diagram of 2D body image
collection and processing to produce a personalized 3D body
model of a body of a user 100 that is presented back to the
user, FIG. 1B is a transition diagram of a generation of a
predicted 3D body model, and FIG. 2 illustrates examples of
different orientations or body directions of a body 200, in
accordance with implementations of the present disclosure.
[0036] In some implementations, a user 100/200 may
execute an application 125/225 on a portable device 130/
230, such as a cellular phone, tablet, laptop, etc., that
includes an imaging element (e.g., camera) and interact with
the application. The imaging element may be any conven-
tional imaging element, such as a standard 2D Red, Green,
Blue (“RGB”) digital camera that is included on many
current portable devices. Likewise, images, as discussed
herein may be still images generated by the imaging element
and/or images or frames extracted from video generated by
the imaging element.

[0037] The user may provide user information, such as
username, password, etc., to the application so that the
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application can identify the user and determine a user
account associated with the user. Likewise, the user may
provide other user information, such as body measurements,
including but not limited to weight, height, age, gender,
ethnicity, etc. The user may select which user information is
provided or choose not to provide any user information. In
addition, in some implementations, the user may interact
with the application executing on the portable device 130/
230 without providing any user identifying information
(e.g., operate as a guest to the application).

[0038] Upon user identification and/or receipt of user
information, the user 100/200 positions the portable device
130/230 such that a field of view of the imaging element of
the portable device is substantially horizontal and facing
toward the user. In some implementations, the application
125/225 executing on the portable device 130/230 may
provide visual and/or audible instructions that guide the user
100/200 in the placement and positioning of the portable
device 130/230. For example, the application may instruct
the user 100/200 to place the portable device 130/230
between waist and head height of the user and in a substan-
tially vertical direction (e.g., between 2 and 10 degrees of
vertical) such that the imaging element is pointed toward the
user and the field of view of the imaging element is
substantially horizontal.

[0039] In some implementations, the application may
request that the user wear a minimal amount of clothing,
such as undergarments shown in FIGS. 1A, 1B, and 2. By
wearing minimal clothing, processing of the 2D body image
may be more accurate.

[0040] Once the portable device is properly positioned, 2D
body images of the user 100/200 are captured by the imaging
element of the portable device 130/230. As discussed in
more detail below, those 2D body images are processed to
determine that the user is in a defined pose, such as an “A
Pose,” and to determine a body direction of the body of the
user with respect to the camera. The defined pose may be
any body position that enables image capture of components
of'the body. In one example, the defined pose is an “A Pose”
in which the arms are separated from the sides of the body
and the legs are separated, for example by separating the feet
of the body to about shoulder width. The A Pose allows
image processing of 2D body images to distinguish between
body parts (e.g., legs, arms, torso) from different angles and
also aids in body direction determination. The body direc-
tion may be any direction or orientation of the body with
respect to the imaging element. Example body directions
include, but are not limited to, a front side body direction in
which the body is facing the imaging element, a right side
body direction in which the body is turned such that a right
side of the body is facing the imaging element, a left side
body direction in which a left side of the body is facing the
imaging element, and a back side body direction in which a
back of the body is facing the imaging element. As will be
appreciated, any number of body directions and correspond-
ing orientations of the body may be utilized with the
disclosed implementation and the four discussed (front side,
right side, back side, and left side) are provided only as
examples.

[0041] In some implementations, the application 125/225
executing on the portable device 130/230 may guide the user
through different body directions and select one or more 2D
images as representative of each body direction. For
example, referring to FIG. 2, an application 225 executing
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on the portable device 230 may guide the user into the
proper pose, such as the “A Pose” illustrated by the body 200
of the user and then guide the user through a series of body
directions 200A, 2008, 200C, 200D, 200E, 200F, 200G, and
200H in which the user rotates their body to the requested
body direction and remains in the A Pose while 2D body
images are generated and one or more of those 2D body
images are selected by the application as a 2D body direction
image corresponding to the current body direction of the
body of the user. In the example illustrated in FIG. 2, eight
different 2D body direction images are selected by the
application 225 executing on the portable device 230, one
for each respective body direction 200A, 200B, 200C, 200D,
200E, 200F, 200G, and 200H. Determination of the proper
defined pose and body direction and subsequent 2D body
direction image selection are discussed in further detail
below.

[0042] Returning back to FIG. 1A, as each 2D body
direction image is selected by the application, or after all 2D
body direction images are selected, the 2D body direction
images are sent from the application 125/225 executing on
the portable device 130/230 via a network 290 (FIG. 2) to
remote computing resources 103/203 for further processing.
In addition, the user information provided to the application
by the user 100/200 may be sent from the application
executing on the portable device 130/230 to the remote
computing resources 103/203. In other implementations, all
processing may be done on the portable device. In still other
examples, as images are generated, the images may be sent
to the remote computing resources 103/203 and processed
by the remote computing resources 103/203 to select the
body direction images.

[0043] The remote computing resources 103/203 may
include a 3D body model system 101/201 that receives the
user information and/or the 2D body direction images and
processes those images using one or more neural networks,
such as a convolutional neural network, to generate person-
alized 3D body parameters corresponding to a personalized
3D body model of the body of the user 100/200. In addition,
one or more of the 2D body direction images, such as front
side 2D body direction image may be processed to deter-
mine one or more additional body measurements, such as
body fat percentage, body mass, bone density, muscle mass,
etc.

[0044] The 3D body model system 101/201, upon gener-
ating the personalized 3D body parameters and body mea-
surements, sends the personalized 3D body parameters and
body measurements back to the application 125/225 execut-
ing the portable device 130/230. The application 125/225,
upon receipt of the personalized 3D body parameters and the
body measurements, generates from the personalized 3D
body parameters a personalized 3D body model that is
representative of the body 100/200 of the user and presents
the personalized 3D body model and body measurements on
a display of the portable device 130/230.

[0045] In addition to rendering and presenting the person-
alized 3D body model and body measurements, the user
100/200 can interact with the presented personalized 3D
body model and body measurements. For example, the user
may view historical information that was previously col-
lected for the user via the application 125/225. The user may
also interact with the presented personalized 3D body model
to rotate and/or turn the presented personalized 3D body
model. For example, if the portable device 130/230 includes
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a touch-based display, the user may use the touch-based
display to interact with the application and rotate the pre-
sented personalized 3D body model to view different views
(e.g., front, side, back) of the personalized 3D body model.
[0046] In some implementations, as part of interaction
with the application 125/225, the user 100/200 may provide
one or more adjustments to body measurements, referred to
herein as targets. For example, a user may request to alter the
body fat measurement value of the body by a defined amount
(e.g., from 25% to 20%), alter the muscle mass by a defined
amount, alter the body weight a defined amount, etc. In other
implementations, in addition to altering one or more body
measurements, the user may specify one or more activities
(e.g., exercise, nutrition, sleep) that should cause adjust-
ments to one or more body measurements.

[0047] In the example illustrated in FIG. 1B, the user
provides a body fat measurement adjustment to a target body
fat measurement value. Upon receipt of the target body fat
measurement value, the application 125/225 executing on
the portable device 130/230 sends the target body fat mea-
surement value to the remote computing resources 103/203
for further processing. The remote computing resources and
the 3D body model system 101/201 process the received
target body fat measurement value along with other current
body measurements and the personalized 3D body param-
eters to generate predicted personalized 3D body parameters
and predicted body measurements that correspond to the
target body fat measurement value.

[0048] The remote computing resources 103/203 may then
send the predicted personalized 3D body parameters and
predicted body measurements to the application 125/225 and
the application 125/225 may render a predicted 3D body
model based on the received predicted personalized 3D body
parameters. Similar to the personalized 3D body model, the
application 125/225 may present the predicted 3D body
model and the predicted body measurements to the user and
enable interaction by the user with the predicted personal-
ized 3D body model and/or the predicted body measure-
ments. As discussed further below, in some implementa-
tions, the user may be able to alter views between the
personalized 3D body model and the predicted personalized
3D body model. In other implementations, the application
may integrate the personalized 3D body model and the
predicted personalized 3D body model to produce a 3D body
slider and/or other adjustor (e.g., radio button, dial, etc.) that
provides the user with a continuous view of different appear-
ances of the body at different body measurements between
the current body measurements and the predicted body
measurements. The 3D body slider and/or other adjustor,
which relates to any type of controller or adjustor that may
be used to present different appearances of the body at
different body measurements is referred to herein generally
as a “3D body model adjustor.”

[0049] FIG. 3A is a user interface 301-1 presented by an
application executing on a portable device, such as the
application 125 executing on the portable device 130 dis-
cussed above with respect to FIGS. 1A, 1B, and 2, in
accordance with implementations of the present disclosure.
[0050] In this example, the user interface 301-1 illustrates
a 2D body direction image 300-1 captured by an imaging
element of the portable device that was used to generate and
present a personalized 3D body model and corresponding
body measurement information. In this example, the illus-
trated user interface 301-1 shows the 2D body direction
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image, the body fat percentage 302-1 determined for the
body, and the weight 304 of the body, which may be
determined from the 2D model image 300-1 and/or provided
as user information by the user. In other implementations,
additional or fewer body measurements may be presented on
the user interface 301-1 by the application. A user interacting
with the user interface 301-1 may also select to view other
2D body direction images that were used to generate a
personalized 3D body model and/or body measurements, by
selecting the indicators 310 and/or swiping or otherwise
indicating with the user interface 301-1 to alter the currently
presented 2D body direction image 300-1. The user may also
alternate between a view of 2D body direction images 300-1,
as illustrated in the user interface 301-1 of FIG. 3A and the
rendered and presented personalized 3D body model 300-2,
as illustrated in the small image presentation of the person-
alized 3D body model 300-2 in FIG. 3A and as illustrated as
the primary image 300-2 in user interface 301-2 of FIG. 3B.
Referring briefly to FIG. 3B, the user may interact with to
rotate and/or change the view of the personalized 3D body
model 300-2 by directly interacting with the personalized
3D body model 300-2. For example, the user may rotate the
presentation of the personalized 3D body model to view
different portions of the personalized 3D body model, zoom
out to view more of the personalized 3D body model, or
zoom in to view details corresponding to a portion of the
personalized 3D body model.

[0051] In some implementations, if the user has utilized
the application over a period of time to generate multiple
instances of personalized 3D body models of the user, the
user interface may also present historical body measure-
ments 316 corresponding to the different dates in which 2D
body images of the body of the user were captured and used
to generate a personalized 3D body model and body mea-
surements of the body of the user. In the illustrated example,
the user may select between viewing historical body weight
316-1 illustrated in FIG. 3A and body fat percentage 316-2,
as illustrated in FIG. 3B, through selection of the toggle
control 318. In other implementations, different or additional
historical body measurements 316 may be accessible
through the user interface 301.

[0052] In addition to viewing historical body measure-
ments 316, the user may also access and view either the 2D
body images that were collected at those prior points in time
and/or view the personalized 3D body models generated
from those prior 2D body images, through selection of the
date control 322-1 or the arrow control 322-2.

[0053] The user may also interact with the user interface
301 to select to take a new scan of their body by selecting
the Take A New Scan control 314. In response to a user
selecting the Take A New Scan control 314, the application
executing on the portable device will provide instructions to
the user to position the user in the defined pose (e.g., A Pose)
and at proper body directions so that 2D body direction
images can be generated and used to produce a personalized
3D body model of the body of the user, as discussed herein.
[0054] In some implementations, a user may also interact
with the application to predict an appearance of the body
with different body measurements (e.g., changes in body fat
percentage and/or changes in muscle mass).

[0055] Forexample, FIG. 3C is a user interface illustrating
an example 3D body model adjustor in the form of a slider
adjustment and resulting predicted three-dimensional body
model and corresponding body measurement, in accordance
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with implementations of the present disclosure. As illus-
trated, a user may interact with the user interface 301-3 to
alter one or more body measurements and the application
executing on the device will generate a predicted personal-
ized 3D body model 300-3 in accordance with the altered
body measurements, in accordance with implementations of
the present disclosure. In the illustrated example, the user is
using their hand 360 to interact with a single slider 302-2
presented on the user interface 301-3 to alter the body fat
measurement value, in this example from the computed 27%
to 10%.

[0056] In response to receiving the target body measure-
ment, in this example the reduced body fat measurement
value, the disclosed implementations, as discussed further
below, generate and present a predicted personalized 3D
body model 300-3 and predicted body measurements rep-
resentative of a predicted appearance of the body of the user
with the target body measurement. The predicted personal-
ized 3D body model 300-3 may be predicted and rendered
based on the personalized 3D body model and correspond-
ing personalized 3D body parameters determined for the
body of the user. Likewise, shading and contours, such as
shading to show stomach muscle definition 303-1 or size
changes, such as increased arm size 303-2 may be generated
and applied to aid in the presentation of the predicted
personalized 3D body model.

[0057] Like the other rendered and presented personalized
3D body models, the user may interact with the presented
predicted personalized 3D body model 300-3 to view dif-
ferent portions or aspects of the predicted personalized 3D
body model.

[0058] While the example illustrated in FIG. 3C shows
alteration of the body fat percentage, in other examples, a
user may select to alter other body measurements, such as
body weight, muscle mass, etc. Likewise, in some examples,
based on a change to one body measurement, other body
measurements may be automatically changed to correspond
to the changed body measurement. For example, if the user
changes the body fat percentage from 27% to 10%, as in the
illustrated example, the application executing on the por-
table device may determine that in most instances a change
in that amount of body fat percentage also typically results
in a weight change from the determined 136 pounds to 115
pounds. The user may accept this anticipated change to other
body measurements, provide other inputs for those body
measurements, or select to leave those body measurements
unchanged.

[0059] In still other examples, a user may be able to
interact with a multi-dimensional slider and specity different
changes to body measurements and/or activities. In some
implementations, some or all of the sliders of the multi-
dimensional slider may be interconnected such that a change
to one slider may results in a change or adjustment to
another slider. In other implementations, other forms of
multi-dimensional 3D body model adjustors may also be
presented.

[0060] FIG. 3D is a user interface 301-4 illustrating
another example 3D body model adjustor in the form of a
multi-dimensional slider 312-3 adjustment and resulting
predicted personalized 3D body model 300-4, in accordance
with implementations of the present disclosure. In this
example, the user may interact with a multi-dimensional
slider 312-3 to adjust one or more body measurements
and/or activity levels. In this example, the user may adjust
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the body fat measurement value, muscle mass measurement
of the body, weight of the body, the amount of time they do
cardio exercises, lift weights, the number of calories con-
sumed, and/or the number of hours the user sleeps. In other
implementations, the sliders may represent other body mea-
surements (e.g., muscle mass, weight, etc.) and/or other
activities that may be changed by the user and utilized by the
disclosed implementations as targets for use in computing
predicted personalized 3D body parameters and correspond-
ing predicted personalized 3D body models.

[0061] FIG. 4 is an example 2D body image collection
process 400, in accordance with implementations of the
present disclosure. In some implementations, the example
process 400 may be performed by an application executing
on a portable device, such as the application 125 executing
on the portable device 130 as discussed above with respect
to FIGS. 1A, 1B, and 2. In other implementations, the
example process 400 may be performed by one or more
remote computing resources that receives images from the
portable device and sends information/messages to the por-
table device. In still other examples, a portion of the example
process 400 may be performed on the portable device and
another portion may be performed by the remote computing
resources.

[0062] The example process 400 begins, for example,
when a user interacting with an application executing on a
portable device requests to have a personalized 3D body
model of their body generated. When the process 400
initiates, a request is presented (visually and/or audibly) that
an imaging element, such as a camera, or the portable device
that includes the imaging element, be positioned at a height,
such as between the knees of the body and the head of the
body (e.g., between two feet and six feet) and oriented such
that the field of view of the portable device is substantially
horizontal and oriented toward the body, as in 402. For
example, the application executing on the mobile device
may present a visual and/or audible output requesting that
the portable device be placed within two and five degrees of
vertical at about waist height such that the imaging element
of the portable device is substantially horizontal and ori-
ented toward the body of the user.

[0063] As the imaging element/portable device is placed
into position, a determination is made as to whether the
angle of the imaging element/portable device is within a
defined range, as in 404. For example, data from one or more
inputs of the portable device, such as an accelerometer, may
be received and processed to determine an angle of the
portable device and thus, the angle of the imaging element.
The defined range may be any range at which image
distortion does not impact the processing of the images to
generate the personalized 3D body model, as discussed
herein. For example, the defined range may be between zero
degrees and ten degrees from vertical. In other implemen-
tations, the defined range may be more than zero degrees
(e.g., two degrees) to reduce chances of the device falling
over due to lack of stability. Likewise, in some implemen-
tations the upper bound of the defined range may be less or
more than ten degrees. In some instances, the defined range
may be greater than or equal to the range or angle indicated
in the request to the user for placement of the imaging
element/portable device.

[0064] If it is determined that the angle of the imaging
element is not within the defined range, the example process
400 returns to block 402 and requests adjustment of the
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imaging element/portable device until the imaging element/
portable device is at an angle that is within the defined range.
For example, visual, tactile, and/or audible feedback may be
presented by the portable device that includes the imaging
element to guide the user in positioning the imaging element
within the defined range.

[0065] Once it is determined that the angle of the imaging
element/portable device is within the defined range, a con-
firmation message may be sent to the user and/or a request
may be presented, audibly and/or visually, that the body to
be scanned be positioned in the field of view of the imaging
element in a defined pose, such as the “A Pose,” as in 406.
Any defined pose may be requested. When the user is in the
A Pose, their arms are slightly separated from their torso and
their legs are separated about shoulder width apart such that
both their arms and their legs are slightly splayed out
diagonally. The A Pose may be particularly beneficial as it
separates the body appendages (arms, legs) from each other
and from the body core/torso so that image processing can
properly identify and define the parts of the body and body
point locations, as discussed further below.

[0066] In some implementations, the focal point of the
imaging element may also be adjusted based on the position
of the body in the field of view of the imaging element. For
example, rather than focusing on the entire image, the
example process 400 may cause the imaging element to
adjust the focal point to focus on the body of the user.
Likewise, the exposure of the imaging element may be
adjusted based on the lighting of the body of the user within
the field of view of the imaging element.

[0067] As the request that the user position the body in a
defined pose, such as the A Pose, the pose determination
process 500 discussed further below with respect to FIG. 5,
is performed to confirm that the body is positioned within
the field of view of the imaging element and in the defined
pose, as in 500. The example process 500 may be performed
as illustrated herein at a defined point within the example
process 400 to confirm the position and pose of the body
before other aspects of the example process 400 are per-
formed. In other implementations, once the example process
500 is initiated, it may continue to monitor the position and
pose of the body while the other aspects of the example
process 400 are performed. For example, the example pro-
cess 500, as discussed below, may continue to monitor that
the body of the user remains in the field of view and in the
defined pose while 2D body images of the body in different
body directions are captured, as discussed below. If, during
other aspects of the example process 400 it is determined
that the body is no longer positioned in the field of view of
the imaging element or the body is no longer in the defined
pose, the example process 500 may generate a request that
the body be positioned in the field of view with the defined
pose before other aspects of the example process 400
proceed.

[0068] When the example process 500 confirms that the
body is within the field of view of the imaging element and
in the defined pose, one or more 2D body images of the body
in the defined pose are received from the imaging element,
as in 410. Those received images are then processed to
determine a body direction of the body and to select a 2D
body direction image representative of the body in the
determined body direction, as in 600. Body direction deter-
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mination and 2D body direction image selection are dis-
cussed below with respect to FIG. 6 and the example process
600.

[0069] Upon completion of the example process 600 in
which body direction is determined and one or more 2D
body direction images are selected and provided to remote
computing resources, a determination is made as to whether
additional 2D body direction images of the body from other
body directions are to be obtained as part of the example
process 400, as in 412. In some implementations, only a
single 2D body direction image may be obtained and used to
generate personalized 3D body parameters and/or body
measurements. In other implementations, multiple 2D body
direction images of the body in different body directions
may be obtained with the example process 400 that are used
together to generate personalized 3D body parameters and/
or body measurements. For example, in some implementa-
tions, four different 2D body direction images (e.g., front
side, right side, back side, left side) may be obtained with the
example process 400 and used by the remote computing
resources to generate personalized 3D body parameters
and/or body measurements. In other implementations, more
or fewer than four 2D body direction images may be
obtained. In some examples, the user of the application
executing on the portable device may select how many 2D
body direction images are to be obtained and used for
personalized 3D body parameter generation.

[0070] Ifitis determined that additional 2D body direction
images are to be selected and provided to the remote
computing resource for use in generating personalized 3D
body parameters and/or body measurements, a request is
presented (e.g., visually and/or audibly) that the body be
rotated to a next body direction, as in 414. In some imple-
mentations, there may be a defined order in which the body
is to be rotated. For example, body direction determination
may proceed from front side, to right side, to back side, to
left side. Such an order of body direction rotation may aid
in the accuracy of body direction determination and distin-
guishing between left side and right side, or front side and
back side.

[0071] As the request that the body rotate to a next body
direction, the example process 400 returns to block 410 and
continues. This portion of the process 400 may continue
until all 2D body direction images that are to be used for
processing by the remote computing resources have been
selected and sent to the remote computing resources. If it is
determined at decision block 412 that no additional 2D body
direction images are to be obtained, the example process 400
completes, as in 416.

[0072] FIG. 5 is an example pose determination process
500, in accordance with implementations of the present
disclosure. Similar to the example process 400 (FIG. 4), the
example process may be performed by an application
executing on a portable device, such as application 125
executing on portable device 130, discussed above with
respect to FIGS. 1A, 1B, and 2. In other implementations,
the example process 500 may be performed by one or more
remote computing resources that receives images from the
portable device and sends information/messages to the por-
table device. In still other examples, a portion of the example
process 500 may be performed on the portable device and
another portion may be performed by the remote computing
resources.
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[0073] As discussed above, the example process 500 may
be performed at or near the beginning of the example
process 400 to confirm that the body is within the field of
view of the imaging element and in the defined pose and
then complete. In other implementations, the example pro-
cess 500 may continually be performed as images are
received as part of the example process 400 and 2D body
direction images selected.

[0074] The example process 500 begins by processing 2D
body images received from the imaging element to deter-
mine a location of body joints, body features, body parts,
etc., generally referred to herein as “body points,” in the
image, as in 502. For example, each image received from the
imaging element may be processed by a neural network,
such as a convolutional neural network (“CNN”) to deter-
mine body point locations, such as the location of body
joints (e.g., wrist, ankle, knee), the location of body parts
(e.g., hand, foot, shoulder), and/or other body points. As will
be appreciated, any trained neural network may be utilized
to determine body point locations within a 2D image. In
some implementations, because body point determination is
performed on the portable device, a low latency neural
network, such as ENet may be trained and utilized. In other
implementations, other neural networks may be utilized.

[0075] The output of the neural network for each image
may be a heat map indicating, for each pixel of the image,
which is defined by an X, y coordinate (or other coordinate
frame), a probability score that a body point is at that
position. The probability score may be any defined value or
indicator that may be used as in indicator as to the likelihood
that a body point has is at the location.

[0076] An initial determination may be made as to
whether the body is positioned within the field of view of the
imaging element by determining if a minimum number of
body point locations have been detected with a high enough
probability, as in 504. The minimum number may be any
defined amount (e.g., one, two, four, etc.). While multiple
body points may be located, in some implementations, only
particular body points may be considered in determining
whether the minimum number of body point locations have
been determined. For example, in some implementations,
the body point locations for the left shoulder, right shoulder,
left ankle, right ankle, left wrist, right wrist, and top of head
may be the only body point locations that are considered
when determining that the minimum number of body point
locations have been determined.

[0077] 1If it is determined that the minimum number of
body point locations have not been detected, a request (e.g.,
visual and/or audible) may be presented that requests that
the body be positioned in the field of view, as in 506. If it is
determined that a minimum number of body point locations
have been determined, a bounding box is formed around the
determined body point locations, as in 508, and a determi-
nation made as to whether the body is at an appropriate
distance from the imaging element/portable device, as in
510. For example, a determination may be made as to
whether the bounding box encompasses a defined amount or
percentage range (e.g., 60%-70%) of the image, whether a
height of the bounding box is within a defined percentage
range (e.g., 70%-80%) or amount of the entire height of the
image, whether a width of the bound box is within a defined
percentage (e.g., 30%-50%) or amount of the entire width of
the image, etc.
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[0078] If it is determined that the bounding box does not
encompass a defined amount of the image, a request (visual
and/or audible) may be presented requesting that the body be
moved forward or backward with respect to the imaging
element/portable device, as in 512, and the example process
500 returns to block 508 and continues. For example, if it is
determined that the bounding box does not encompass
enough of the image, the request may be a request that the
body move closer to the imaging element/portable device. In
comparison, if the bounding box encompasses too much of
the image, or portions of the body point locations are beyond
the image, the request may be a request that the body move
farther away from the imaging element/portable device.
[0079] Once it is determined at decision block 510 that the
body is at a correct distance from the imaging element/
portable device, 2D body images received from the imaging
element are processed to determine body point locations, as
in 514. Processing of the 2D body images to determine body
point locations may be performed using the same neural
network discussed above with respect to block 502 that is
executing on the portable device to determine body point
locations of the body positioned in the field of view of the
imaging element. As discussed above, the output for each
2D body image processed by the neural network may be a
heat map that indicates for each pixel of the 2D body image
(in X, y coordinates) a probability that a body point is at that
location.

[0080] The output (heat map) for each 2D body image
may then be considered and a determination made as to
whether the probability score for each body point location is
above a threshold, as in 518. The threshold may be any value
(e.g., 0.7) or indicator and may be different for different
body points and/or different body point locations. Likewise,
in some implementations, the determination may be for all
body point locations indicated by the processing of the 2D
body images. In other implementations only the locations
and probability scores for select body points may be con-
sidered when determining if the probability score has been
exceeded for those body point locations. For example, in
some implementations, the example process may only con-
sider whether the body point locations for the body points of
left shoulder, right shoulder, left ankle, right ankle, left wrist,
right wrist, left hip, right hip, and top of head exceed the
threshold. In other implementations, fewer or additional
body point locations may be considered.

[0081] If it is determined that the probability score for
each body point location is not above the threshold, the
example process 500 returns to block 514 and processes the
next 2D body image.

[0082] Once it is determined that the body point locations
do exceed the threshold, the 2D body image is processed to
determine a distance between the location of the left ankle
point and the right ankle point relative to the distance
between the left hip point and the right hip point, as in 519.
For example, it may be determined if the distance between
the left ankle point and the right ankle point is equal to or
greater than the distance between the left hip point and the
right hip point.

[0083] Based on the relationship between the distance
between the left ankle point and the right angle point relative
to the distance between the left hip point and the right hip
point, a determination is made as to whether the legs are at
a proper position, as in 520. For example, if the defined pose
is the A Pose, it may be determined that the legs are in the
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proper position if the distance between the left ankle point
and the right ankle point is greater than or equal to the
distance between the left hip point and the right hip point. If
the distance between the left ankle point and the right ankle
point is not greater than or equal to the distance between the
left hip point and the right hip point, it may be determined
that the legs are not in a proper position.

[0084] If it is determined that the legs are not in a proper
position, a request is presented (visually and/or audibly) that
the legs of the body be adjusted outward or inward, as in
522. For example, if it is determined that the distance
between the left ankle point and the right ankle point is less
than the distance between the left hip point and the right hip
point, a visual, audible, and/or tactile notification may be
presented by the portable device requesting that the legs of
the body be separated farther apart. As the request is
presented, the example process 500 returns to block 514 and
continues until it is determined at decision block 520 that the
legs are in the proper position for the defined pose.

[0085] Once it is determined at decision block 520 that the
legs are in the proper position, the 2D body images are
processed to determine an angle between the shoulder points
and the wrist points, as in 524. For example, an inverse
cosine of normalized dot product may be performed to
determine arm spacing based on the locations determined for
the left shoulder point, the left wrist point, the right shoulder
point, and the right wrist point.

[0086] Based on the determined angles between the shoul-
der points and the wrist points, a determination is made as
to whether the left arm and right arm are at the proper
position, as in 526. Continuing with the above example, if
the defined pose is the A Pose, the proper space of the arms
may be such that the angle of the arm formed between the
should point and wrist point is between 20 degrees and 40
degrees. In other examples, the arm spacing may be differ-
ent.

[0087] Ifitis determined that the arms are not at a proper
position, a visual, audible, and/or tactile notification may be
presented by the portable device requesting that the arms be
adjusted up or down, as in 528. For example, if it is
determined that the angle of the arms exceed the range for
the defined pose, the request may be a request that one or
both arms be lowered. In comparison, if it is determined that
the angle of the arms is below the range for the defined pose,
the request may be a request that one or both arms be raised.
As the request is presented, the example process 500 returns
to block 514 and continues until it is determined at decision
block 526 that the arms are in the proper position for the
defined pose.

[0088] Once it is determined that the arms are in the proper
position, the example process 500 returns a notification that
the body is in the defined pose (e.g., the A pose), as in 530.
[0089] While the above example proceeds in a sequential
manner determining that the distance between the body and
the imaging element/portable device is correct, the legs are
properly positioned, and then the arms are properly posi-
tioned, in other implementations, the determination and/or
notification for each of the above may be done in parallel or
in a different order. Likewise, in some implementations, the
requests to make one or more adjustments (e.g., move
forward/backward, spread/narrow legs, raise/lower arms)
may be presented in any order and/or may all be presented
concurrently. In addition, as noted above, the requests may
be output by the application executing on the portable device
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as visual and/or audible outputs. For example, the applica-
tion may present on a display of the portable device the
image of the of the user body as the 2D body images are
obtained by the imaging element and overlay a silhouette or
other indicator as the proper position for the body according
to the defined pose. Specific requests that the user move
forward/backward, spread/narrow legs, raise/lower arms
may be presented in conjunction with the visual indicators to
aid the user in positioning the body in the correct pose.
[0090] FIG. 6 is an example body direction determination
and body direction image selection process 600, in accor-
dance with implementations of the present disclosure. Simi-
lar to FIGS. 4 and 5, the example process 600 may be
performed on a portable device, on remote computing
resources, or on a combination of a portable device and
remote computing resources.

[0091] The example process 600 begins by processing 2D
body images received from the imaging element of the
portable device to determine a body direction score indica-
tive of a direction of the body represented in the 2D body
image with respect to the imaging element/portable device,
as in 602. Like the example process 400 (FIG. 4) and 500
(FIG. 5), the example process 600 may be performed by the
application executing on the portable device. As such, a low
latency image processing technique may be performed to
determine the body direction of the body represented in the
received 2D body images. For example, a low latency neural
network, such as a CNN, may be trained to determine a body
direction of a body. In one example a MobileNet CNN may
be trained to determine a body direction of a body repre-
sented in a received 2D body image. In other implementa-
tions, multiple CNNs, one for each potential body direction,
may be trained to process input 2D body images and output
a score indicating a probability that the body represented in
the 2D body image corresponds to the body direction for
which the CNN was trained. For example, if the example
process 400 (FIG. 4) is to obtain 2D body direction images
from a front side, right side, back side, and left side, a
different CNN may be trained for each of those four body
directions. Received 2D body images may be processed in
parallel by each of the four CNN’s and a body direction score
presented by each CNN indicating a probability that the
body represented in the 2D body image is in the body
direction trained for that CNN. The CNN with the highest
score will indicate the likely body direction of the body
represented in the 2D body image.

[0092] In some implementations, the order of body direc-
tions may be controlled by the application and a request may
be presented that the body be initially oriented to the front
side, then right side, then back side, then left side (or any
other order). In such an example, processing requirements
may be further reduced by only processing received 2D
body images with the CNN trained for the requested body
direction. For example, if the request is that the body be
oriented in a right side view with respect to the imaging
element, a CNN trained for right side body direction detec-
tion may be the only CNN executed to process received 2D
body images.

[0093] As body direction scores are generated, a determi-
nation is made as to whether a body direction score for one
of the body directions, or a requested body direction, is
above a body direction threshold, as in 604. The body
direction threshold may be any value or indicator relative to
a confidence that the body direction has been accurately
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determined. If it is determined that the body direction score
does not exceed the body direction threshold, a request is
presented (visually and/or audibly) that the body be adjusted
to the body direction, as in 605. As the request is presented,
the example process 600 returns to block 602 and continues.
[0094] Once it is determined at decision block 604 that the
body direction score for a received 2D body image exceeds
the body direction threshold, a defined number of 2D body
images of the body in the 2D body direction are collected,
as in 606. The defined number of 2D body images may be
any defined number (e.g., one, two, five, twenty, fifty, etc.).
In addition, a body direction score is computed for each of
the collected 2D body images, as in 607. The body direction
scores may be computed using the same neural network
utilized and discussed above with respect to block 602. For
example, if the body direction is determined to be a front
view, a CNN trained for front view body directions may be
used to determine body directions scores for each of the
collected 2D body images.

[0095] A 2D body image of the collected 2D body images
having a highest body direction score is then selected as the
2D body direction image for that body direction, as in 608.
For example, if twenty 2D body images are collected and
body direction scores computed by a CNN trained for front
view body directions, the 2D body image with a highest
body direction score, as determined by the CNN, is selected
as the 2D body direction image for the front view body
direction.

[0096] Finally, the selected 2D body direction image is
sent to remote computing resources for processing to gen-
erate personalized 3D body parameters, as in 610, and the
example process 600 completes, as in 612. While the illus-
trated example sends 2D body direction images upon selec-
tion, in some implementations, the selected 2D body direc-
tion images may remain on the portable device and be sent
to the remote computing resources by the example process
400 (FIG. 4) once all 2D body direction images have been
selected.

[0097] FIG. 7 is a transition diagram 700 of processing 2D
body images of a body to produce a personalized 3D body
model of that body, in accordance with implementations of
the present disclosure.

[0098] 3D modeling of a body from 2D body images
begins with the receipt or creation of a 2D body image 702
that includes a representation of the body 703 of the user to
be modeled. As discussed above, 2D body images 702 for
use with the disclosed implementations may be generated
using any conventional imaging element, such as a standard
2D Red, Green, Blue (“RGB”) digital camera that is
included on many current portable devices (e.g., tablets,
cellular phones, laptops, etc.). The 2D body image may be
a still image generated by the imaging element or an image
extracted from video generated by the imaging element.
Likewise, any number of images may be used with the
disclosed implementations.

[0099] As discussed, the user may be instructed to stand in
aparticular orientation (e.g., front facing toward the imaging
element, side facing toward the imaging element, back
facing toward the imaging element, etc.) and/or to stand in
aparticular pose, such as the “A” pose as illustrated in image
702. Likewise, the user may be instructed to stand a distance
from the camera such that the body of the user is completely
included in a field of view of the imaging element and
represented in the generated image 702. Still further, in some
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implementations, the imaging element may be aligned or
positioned at a fixed or stationary point and at a fixed or
stationary angle so that images generated by the imaging
element are each from the same perspective and encompass
the same field of view.

[0100] As will be appreciated, a user may elect or opt-in
to having a personalized 3D body model of the body of the
user generated and may also select whether the generated
personalized 3D body model and/or other information may
be used for further training of the disclosed implementations
and/or for other purposes.

[0101] The 2D body image 702 that includes a represen-
tation of the body 703 of the user may then be processed to
produce a silhouette 704 of the body 703 of the user
represented in the image 702. A variety of techniques may
be used to generate the silhouette 704. For example, back-
ground subtraction may be used to subtract or black out
pixels of the image that correspond to a background of the
image while pixels corresponding to the body 703 of user
(i.e., foreground) may be assigned a white or other color
values. In another example, a semantic segmentation algo-
rithm may be utilized to label background and body (fore-
ground) pixels. For example, a CNN may be trained with a
semantic segmentation algorithm to determine bodies, such
as human bodies, in images.

[0102] In some implementations, the silhouette of the
body of the user may be normalized in height and centered
in the image, as discussed further below. This may be done
to further simplify and standardize inputs to a CNN to those
on which the CNN was trained. Likewise, a silhouette of the
body of the user may be preferred over the representation of
the body of the user so that the CNN can focus only on body
shape and not skin tone, texture, clothing, etc.

[0103] The silhouette 704 of the body may then be pro-
cessed by one or more other CNNs 706 that are trained to
determine body traits, also referred to herein as body fea-
tures, representative of the body and to produce personalized
3D body parameters that are used to generate a personalized
3D body model of the body. In some implementations, the
CNN 706 may be trained for multi-mode input to receive as
inputs to the CNN the silhouette 704, and one or more
known body attributes 705 of the body of the user. For
example, a user may provide a height of the body of the user,
a weight of the body of the user, a gender of the body of the
user, etc., and the CNN may receive one or more of those
provided attributes as an input.

[0104] Based on the received inputs, the CNN 706 gen-
erates personalized 3D body parameters, such as 3D joint
locations, body volume, shape of the body, pose angles, etc.
In some implementations, the CNN 706 may be trained to
predict hundreds of body parameters of the body represented
in the image 702.

[0105] Utilizing the personalized 3D body parameters, a
personalized 3D body model of the body is generated. For
example, the personalized 3D body parameters may be
provided to a body model, such as the Shape Completion
and Animation of People (“SCAPE”) body model, a Skinned
Multi-Person Linear (“SMPL”) body model, etc., and the
body model may generate the personalized 3D body model
of the body of the user based on those predicted body
parameters.

[0106] In some implementations, as discussed further
below, personalized 3D model refinement 708 may be
performed to refine or revise the generated personalized 3D
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body model to better represent the body of the user. For
example, the personalized 3D body model may be compared
to the representation of the body 703 of the user in the image
702 to determine differences between the shape of the body
703 of the user represented in the image 702 and the shape
of the personalized 3D body model. Based on the deter-
mined differences, the silhouette 704 may be revised and the
revised silhouette processed by the CNN 706 to produce a
revised personalized 3D body model of the body of the user.
This refinement may continue until there is no or little
difference between the shape of the body 703 of the user
represented in the image 702 and the shape of the person-
alized 3D body model 710. In other implementations, a 2D
model image may be generated from the personalized 3D
body model and that 2D model image may be compared to
the silhouette and/or the 2D body image to determine
differences between the 2D model image and the 2D body
image or silhouette. Based on the determined differences,
the personalized 3D body parameters and/or the personal-
ized 3D body model may be revised until the personalized
3D body model corresponds to the body of the user repre-
sented in the 2D body image and/or the silhouette.

[0107] Still further, in some implementations, the person-
alized 3D body model 710 of the body of the user may be
augmented with one or more textures, texture augmentation
712, determined from the image 702 of the body of the user.
For example, the personalized 3D body model may be
augmented to have a same or similar color to a skin color of
the body 703 represented in the image 702, clothing or
clothing colors represented in the image 702 may be used to
augment the personalized 3D body model, facial features,
hair, hair color, etc., of the body of the user represented in
the image 702 may be determined and used to augment the
personalized 3D body model, etc.

[0108] The result of the processing illustrated in the tran-
sition 700 is a personalized 3D body model 714 or avatar
representative of the body of the user, that has been gener-
ated from 2D body images of the body of the user.

[0109] FIG. 8A is another transition diagram 800 of pro-
cessing 2D body images 802 of a body to produce a
personalized 3D body model of that body, in accordance
with implementations of the present disclosure.

[0110] In some implementations, multiple 2D body
images of a body from different views (e.g., front view, side
view, back view, three-quarter view, etc.), such as 2D body
images 802-1, 802-2, 802-3, 802-4 through 802-N may be
utilized with the disclosed implementations to generate a
personalized 3D body model of the body. In the illustrated
example, the first 2D body image 802-1 is an image of a
human body 803 oriented in a front view facing a 2D
imaging element. The second 2D body image 802-2 is an
image of the human body 803 oriented in a first side view
facing the 2D imaging element. The third 2D body image
802-3 is an image of the human body 803 oriented in a back
view facing the 2D imaging element. The fourth 2D body
image 802-4 is an image of the human body 803 oriented in
a second side view facing the 2D imaging element. As will
be appreciated, any number of 2D body images 802-1
through 802-N may be generated with the view of the human
body 803 in any number or orientations with respect to the
2D imaging element.

[0111] Each of the 2D body images 802-1 through 802-N
are processed to segment pixels of the image that represent
the human body from pixels of the image that do not
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represent the human body to produce a silhouette 804 of the
human body as represented in that image. Segmentation may
be done through, for example, background subtraction,
semantic segmentation, etc. In one example, a baseline
image of the background may be known and used to subtract
out pixels of the image that correspond to pixels of the
baseline image, thereby leaving only foreground pixels that
represent the human body. The background pixels may be
assigned RGB color values for black (i.e., 0, 0, 0). The
remaining pixels may be assigned RGB values for white
(i.e., 255, 255, 255) to produce the silhouette 804 or binary
segmentation of the human body.

[0112] In another example, a CNN utilizing a semantic
segmentation algorithm may be trained using images of
human bodies, or simulated human bodies to train the CNN
to distinguish between pixels that represent human bodies
and pixels that do not represent human bodies. In such an
example, the CNN may process the image 802 an indicate or
label pixels that represent the body (foreground) and pixels
that do not represent the body (background). The back-
ground pixels may be assigned RGB color values for black
(ie., 0, 0, 0). The remaining pixels may be assigned RGB
values for white (i.e., 255, 255, 255) to produce the silhou-
ette or binary segmentation of the human body.

[0113] In other implementations, other forms or algo-
rithms, such as edge detection, shape detection, etc., maybe
used to determine pixels of the image 802 that represent the
body and pixels of the image 802 that do not represent the
body and a silhouette 804 of the body produced therefrom.

[0114] Returning to FIG. 8A, the first 2D body image
802-1 is processed to segment a plurality of pixels of the first
2D body image 802-1 that represent the human body from
a plurality of pixels of the first 2D body image 802-1 that do
not represent the human body, to produce a front silhouette
804-1 of the human body. The second 2D body image 802-2
is processed to segment a plurality of pixels of the second
2D body image 802-2 that represent the human body from
a plurality of pixels of the second 2D body image 802-2 that
do not represent the human body, to produce a first side
silhouette 804-2 of the human body. The third 2D body
image 802-3 is processed to segment a plurality of pixels of
the third 2D body image 802-3 that represent the human
body from a plurality of pixels of the third 2D body image
802-3 that do not represent the human body, to produce a
back silhouette 804-3 of the human body. The fourth 2D
body image 802-4 is processed to segment a plurality of
pixels of the fourth 2D body image 802-4 that represent the
human body from a plurality of pixels of the fourth 2D body
image 802-4 that do not represent the human body, to
produce a second side silhouette 804-4 of the human body.
Processing of the 2D body images 802-1 through 802-N to
produce silhouettes 804-1 through 804-N from different
orientations of the human body 803 may be performed for
any number of images 802.

[0115] In some implementations, in addition to generating
a silhouette 804 from the 2D body image, the silhouette may
be normalized in size and centered in the image. For
example, the silhouette may be cropped by computing a
bounding rectangle around the silhouette 804. The silhouette
804 may then be resized according to s, which is a function
of' a known height h of the user represented in the 2D body
image (e.g., the height may be provided by the user):
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Where image, is the input image height, which may be based
on the pixels of the image, and y, is the average height of a
person (e.g., ~160 centimeters for females; ~176 centimeters
for males).

[0116] Each silhouette 804 representative of the body may
then be processed to determine body traits or features of the
human body. For example, different CNNs may be trained
using silhouettes of bodies, such as human bodies, from
different orientations with known features. In some imple-
mentations, different CNNs may be trained for different
orientations. For example, a first CNN 806A-1 may be
trained to determine front view features from front view
silhouettes 804-1. A second CNN 806A-2 may be trained to
determine right side features from right side silhouettes. A
third CNN 806A-3 may be trained to determine back view
features from back view silhouettes. A fourth CNN 806A-4
may be trained to determine left side features from left side
silhouettes. Different CNNs 806A-1 through 806A-N may
be trained for each of the different orientations of silhouettes
804-1 through 804-N. Alternatively, one CNN may be
trained to determine features from any orientation silhouette.

[0117] In implementations that utilize multiple images of
the body 803 to produce multiple sets of features, such as the
example illustrated in FIG. 8A, those features may be
concatenated 806B and the concatenated features processed
together with a CNN to generate a set of body parameters
807. For example, a CNN may be trained to receive features
generated from different silhouettes 804 to produce body
parameters 807. The body parameters 807 may indicate any
aspect or information related to the body 803 represented in
the images 802. For example, the body parameters 807 may
indicate 3D joint locations, body volume, shape of the body,
pose angles, etc. In some implementations, the CNN 8068
may be trained to predict hundreds of body parameters 807
corresponding to the body 803 represented in the images
802.

[0118] Utilizing the body parameters 807, personalized 3D
body modeling 810 of the body 803 represented in the 2D
body images 802 is performed to generate a personalized 3D
body model of the body 803 represented in the 2D body
images 802. For example, the body parameters 807 may be
provided to a body model, such as the SCAPE body model,
the SMPL body model, etc., and the body model may
generate the personalized 3D body model of the body 803
represented in the images 802 based on those body param-
eters 807.

[0119] In the illustrated example, personalized 3D model
refinement 808 may be performed to refine or revise the
generated personalized 3D body model to better represent
the body 803 represented in the 2D body images 802. For
example, the personalized 3D body model may be compared
to the body 803 represented in one or more of the 2D body
images to determine differences between the shape of the
body 803 represented in the 2D body image 802 and the
shape of the personalized 3D body model generated from the
body parameters. In some implementations, the personalized
3D body model may be compared to a single image, such as
image 802-1. In other implementations, the personalized 3D
body model may be compared to each of the 2D body
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images 802-1 through 802-N in parallel or sequentially. In
still other implementations, one or more 2D model images
may be generated from the personalized 3D body model and
those 2D model images may be compared to the silhouettes
and/or the 2D body images to determine differences between
the 2D model images and the silhouette/2D body images.
[0120] Comparing the personalized 3D body model and/or
a 2D model image with a 2D body image 802 or silhouette
854 may include determining an approximate pose of the
body 803 represented in the 2D body image and adjusting
the personalized 3D body model to the approximate pose.
The personalized 3D body model or rendered 2D model
image may then be overlaid or otherwise compared to the
body 803 represented in the 2D body image 802 and/or
represented in the silhouette 804 to determine a difference
between the personalized 3D body model and the 2D body
image.

[0121] Based on the determined differences between the
personalized 3D body model and the body 803 represented
in the 2D body image 802, the silhouette 804 generated from
that image may be revised to account for those differences.
For example, if the personalized 3D body model is com-
pared with the body 803 represented in the first image 802-1
and differences are determined, the silhouette 804-1 may be
revised based on those differences. Alternatively, the body
parameters and/or the personalized 3D body model may be
revised to account for those differences.

[0122] If a silhouette is revised as part of the personalized
3D model refinement 808, the revised silhouette may be
processed to determine revised features for the body 803
represented in the 2D body image based on the revised
silhouette. The revised features may then be concatenated
with the features generated from the other silhouettes or with
revised features generated from other revised silhouettes that
were produced by the personalized 3D model refinement
808. For example, the personalized 3D model refinement
808 may compare the generated personalized 3D body
model with the body 803 as represented in two or more 2D
body images 802, such as a front image 802-1 and a back
image 802-3, differences determined for each of those
images, revised silhouettes generated from those differences
and revised front view features and revised back view
features generated. Those revised features may then be
concatenated with the two side view features to produce
revised body model parameters. In other implementations,
personalized 3D model refinement 808 may compare the
personalized 3D body model with all views of the body 803
represented in the 2D body images 802 to determine differ-
ences and generate revised silhouettes for each of those 2D
body images 802-1 through 802-N. Those revised silhou-
ettes may then be processed by the CNNs 806A-1 through
806A-N to produce revised features and those revised fea-
tures concatenated to produce revised body parameters 807.
Finally, the revised body parameters may be processed by
personalized 3D modeling 810 to generate a revised per-
sonalized 3D body model. This process of personalized 3D
refinement may continue until there is no or limited differ-
ence (e.g., below a threshold difference) between the gen-
erated personalized 3D body model and the body 803
represented in the 2D body images 802.

[0123] Inanother implementation, personalized 3D model
refinement 808 may sequentially compare the personalized
3D body model with representations of the body 803 in the
different 2D body images 802. For example, personalized
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3D model refinement 808 may compare the personalized 3D
body model with a first representation of the body 803 in a
first 2D body image 802-1 to determine differences that are
then used to generate a revised silhouette 804-1 correspond-
ing to that first 2D body image 802-1. The revised silhouette
may then be processed to produce revised features and those
revised features may be concatenated 806B with the features
generated from the other silhouettes 804-2 through 804-N to
generate revised body parameters, which may be used to
generate a revised personalized 3D body model. The revised
personalized 3D body model may then be compared with a
next image of the plurality of 2D body images 802 to
determine any differences and the process repeated. This
process of personalized 3D refinement may continue until
there is no or limited difference (e.g., below a threshold
difference) between the generated personalized 3D body
model and the body 803 represented in the 2D body images
802.

[0124] In some implementations, upon completion of per-
sonalized 3D model refinement 808, the personalized 3D
body model of the body represented in the 2D body images
802 may be augmented with one or more textures, texture
augmentation 812, determined from one or more of the 2D
body images 802-1 through 802-N. For example, the per-
sonalized 3D body model may be augmented to have a same
or similar color to a skin color of the body 803 represented
the 2D body images 802, clothing or clothing colors repre-
sented in the 2D body images 802 may be used to augment
the personalized 3D body model, facial features, hair, hair
color, etc., of the body 803 represented in the 2D body image
802 may be determined and used to augment the personal-
ized 3D body model.

[0125] Similar to personalized 3D model refinement, the
approximate pose of the body in one of the 2D body images
802 may be determined and the personalized 3D body model
adjusted accordingly so that the texture obtained from that
2D body image 802 may be aligned and used to augment that
portion of the personalized 3D body model. In some imple-
mentations, alignment of the personalized 3D body model
with the approximate pose of the body 803 may be per-
formed for each 2D body image 802-1 through 802-N so that
texture information or data from the different views of the
body 803 represented in the different 2D body images 802
may be used to augment the different poses of the resulting
personalized 3D body model.

[0126] The result of the processing illustrated in the tran-
sition 800 is a personalized 3D body model 814 or avatar
representative of the body of the user, that has been gener-
ated from 2D body images 802 of the body 803 of the user.
[0127] FIG. 8B is another transition diagram 850 of pro-
cessing 2D body images 852 of a body to produce a
personalized three-dimensional model of that body, in accor-
dance with implementations of the present disclosure.
[0128] In some implementations, multiple 2D body
images of a body from different views (e.g., front view, side
view, back view, three-quarter view, etc.), such as 2D body
images 852-1, 852-2, 852-3, 852-4 through 852-N may be
utilized with the disclosed implementations to generate a
personalized 3D body model of the body. In the illustrated
example, the first 2D body image 852-1 is an image of a
human body 853 oriented in a front view facing a 2D
imaging element. The second 2D body image 852-2 is an
image of the human body 853 oriented in a first side view
facing the 2D imaging element. The third 2D body image
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852-3 is an image of the human body 853 oriented in a back
view facing the 2D imaging element. The fourth 2D body
image 852-4 is an image of the human body 853 oriented in
a second side view facing the 2D imaging element. As will
be appreciated, any number of 2D body images 852-1
through 852-N may be generated with the view of the human
body 853 in any number or orientations with respect to the
2D imaging element.

[0129] Each of the 2D body images 852-1 through 852-N
are processed to segment pixels of the image that represent
the human body from pixels of the image that do not
represent the human body to produce a silhouette 854 of the
human body as represented in that image. Segmentation may
be done through, for example, background subtraction,
semantic segmentation, etc. In one example, a baseline
image of the background may be known and used to subtract
out pixels of the image that correspond to pixels of the
baseline image, thereby leaving only foreground pixels that
represent the human body. The background pixels may be
assigned RGB color values for black (i.e., 0, 0, 0). The
remaining pixels may be assigned RGB values for white
(i.e., 255, 255, 255) to produce the silhouette 854 or binary
segmentation of the human body.

[0130] In another example, a CNN utilizing a semantic
segmentation algorithm may be trained using images of
human bodies, or simulated human bodies to train the CNN
to distinguish between pixels that represent human bodies
and pixels that do not represent human bodies. In such an
example, the CNN may process the image 852 an indicate or
label pixels that represent the body (foreground) and pixels
that do not represent the body (background). The back-
ground pixels may be assigned RGB color values for black
(ie., 0, 0, 0). The remaining pixels may be assigned RGB
values for white (i.e., 255, 255, 255) to produce the silhou-
ette or binary segmentation of the human body.

[0131] In other implementations, other forms or algo-
rithms, such as edge detection, shape detection, etc., maybe
used to determine pixels of the image 852 that represent the
body and pixels of the image 852 that do not represent the
body and a silhouette 854 of the body produced therefrom.

[0132] Returning to FIG. 8B, the first 2D body image
852-1 is processed to segment a plurality of pixels of the first
2D body image 852-1 that represent the human body from
a plurality of pixels of the first 2D body image 852-1 that do
not represent the human body, to produce a front silhouette
854-1 of the human body. The second 2D body image 852-2
is processed to segment a plurality of pixels of the second
2D body image 852-2 that represent the human body from
a plurality of pixels of the second 2D body image 852-2 that
do not represent the human body, to produce a first side
silhouette 854-2 of the human body. The third 2D body
image 852-3 is processed to segment a plurality of pixels of
the third 2D body image 852-3 that represent the human
body from a plurality of pixels of the third 2D body image
852-3 that do not represent the human body, to produce a
back silhouette 854-3 of the human body. The fourth 2D
body image 852-4 is processed to segment a plurality of
pixels of the fourth 2D body image 852-4 that represent the
human body from a plurality of pixels of the fourth 2D body
image 852-4 that do not represent the human body, to
produce a second side silhouette 854-4 of the human body.
Processing of the 2D body images 852-1 through 852-N to
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produce silhouettes 854-1 through 854-N from different
orientations of the human body 853 may be performed for
any number of images 852.

[0133] Similar to FIG. 8A, in some implementations, in
addition to generating a silhouette 854 from the 2D body
image, the silhouette may be normalized in size and centered
in the image. For example, the silhouette may be cropped by
computing a bounding rectangle around the silhouette 854.
The silhouette 854 may then be resized according to s, which
is a function of a known height h of the user represented in
the 2D body image (e.g., the height may be provided by the
user):

0.8 ximagey, (9]
hat ————
M

s =

Where image, is the input image height, which may be based
on the pixels of the image, and y, is the average height of a
person (e.g., ~160 centimeters for females; ~176 centimeters
for males). In some implementations, the body 853 repre-
sented in the 2D body image may be similarly resized to
correspond to the resized dimensions of the resized silhou-
ette.

[0134] Each silhouette 854 representative of the body may
then be processed to determine body traits or features of the
human body. For example, different CNNs may be trained
using silhouettes of bodies, such as human bodies, from
different orientations with known features. In some imple-
mentations, different CNNs may be trained for different
orientations. For example, a first CNN 856A-1 may be
trained to determine front view features from front view
silhouettes 854-1. A second CNN 856A-2 may be trained to
determine right side features from right side silhouettes. A
third CNN 856A-3 may be trained to determine back view
features from back view silhouettes. A fourth CNN 856A-4
may be trained to determine left side features from left side
silhouettes. Different CNNs 856A-1 through 856A-N may
be trained for each of the different orientations of silhouettes
854-1 through 854-N. Alternatively, one CNN may be
trained to determine features from any orientation silhouette.
[0135] In some implementations, the same or different
CNNs may also utilize the 2D body image 802 as an input
to the CNN that is used to generate and determine the body
features. For example, the first CNN 856 A-1 may be trained
to determine front view features based on inputs of the front
view silhouettes 854-1 and/or the 2D body image 852-1. The
second CNN 856A-2 may be trained to determine right side
features from right side silhouettes and/or the right side 2D
body image 852-2. The third CNN 856A-3 may be trained
to determine back view features from back view silhouettes
and/or the back view 2D body image 852-3. The fourth CNN
856 A-4 may be trained to determine left side features from
left side silhouettes and/or the left side 2D body image
852-4. Different CNNs 856A-1 through 856A-N may be
trained for each of the different orientations of silhouettes
854-1 through 854-N and/or 2D body images 802-1 through
802-N.

[0136] Instill other implementations, different CNNS may
be trained for each of the silhouettes 854 and the 2D body
images. For example, the first CNN 856A-1 may be trained
to determine front view features from the silhouette 854-1
and another front view CNN may be trained to determine
front view features from the 2D body image 852-1. The
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second CNN 856A-2 may be trained to determine right side
view features from the silhouette 854-2 and another right
side view CNN may be trained to determine right side view
features from the 2D body image 852-2. The third CNN
856A-3 may be trained to determine back view features
from the silhouette 854-3 and another back view CNN may
be trained to determine back view features from the 2D body
image 852-3. The fourth CNN 856A-4 may be trained to
determine left side view features from the silhouette 854-4
and another left side view CNN may be trained to determine
left side view features from the 2D body image 852-4.
[0137] In implementations that utilize multiple images of
the body 853 and/or multiple silhouettes to produce multiple
sets of features, such as the example illustrated in FIG. 8B,
those features may be concatenated 856B and the concat-
enated features processed together with a CNN to generate
a set of body parameters 857. For example, a CNN may be
trained to receive features generated from different silhou-
ettes 854, features generated from different 2D body images
852, and/or features generated by a CNN that processes both
silhouettes 854 and the 2D body images 852 to produce body
parameters 857. The body parameters 857 may indicate any
aspect or information related to the body 853 represented in
the images 852. For example, the body parameters 857 may
indicate 3D joint locations, body volume, shape of the body,
pose angles, etc. In some implementations, the CNN 856B
may be trained to predict hundreds of body parameters 857
corresponding to the body 853 represented in the images
852.

[0138] Utilizing the body parameters 857, personalized
3D modeling 860 of the body 853 represented in the 2D
body images 852 is performed to generate a personalized 3D
body model of the body 853 represented in the 2D body
images 852. For example, the body parameters 857 may be
provided to a body model, such as the SCAPE body model,
the SMPL body model, etc., and the body model may
generate the personalized 3D body model of the body 853
represented in the images 852 based on those body param-
eters 857.

[0139] In the illustrated example, personalized 3D model
refinement 858 may be performed to refine or revise the
generated personalized 3D body model to better represent
the body 853 represented in the 2D body images 852. For
example, as discussed above, the personalized 3D body
model may be compared to the body 853 represented in one
or more of the 2D body images to determine differences
between the shape of the body 853 represented in the 2D
body image 852 and the shape of the personalized 3D body
model generated from the body parameters. In some imple-
mentations, the personalized 3D body model may be com-
pared to a single image, such as image 852-1. In other
implementations, the personalized 3D body model may be
compared to each of the 2D body images 852-1 through
852-N in parallel or sequentially. In still other implementa-
tions, one or more 2D model images may be generated from
the personalized 3D body model and those 2D model images
may be compared to the silhouettes and/or the 2D body
images to determine differences between the 2D model
images and the silhouette/2D body images.

[0140] Comparing the personalized 3D body model and/or
a 2D model image with a 2D body image 852 or silhouette
854 may include determining an approximate pose of the
body 853 represented in the 2D body image and adjusting
the personalized 3D body model to the approximate pose.

Apr. 1,2021

The personalized 3D body model or rendered 2D model
image may then be overlaid or otherwise compared to the
body 853 represented in the 2D body image 852 and/or
represented in the silhouette 854 to determine a difference
between the personalized 3D body model image and the 2D
body image/silhouette.

[0141] Based on the determined differences between the
personalized 3D body model and the body 853 represented
in the 2D body image 852, the silhouette 854 generated from
that image may be revised to account for those differences.
Alternatively, the body parameters and/or the personalized
3D body model may be revised to account for those differ-
ences.

[0142] In some implementations, upon completion of per-
sonalized 3D model refinement 858, the personalized 3D
body model of the body represented in the 2D body images
852 may be augmented with one or more textures, texture
augmentation 862, determined from one or more of the 2D
body images 852-1 through 852-N. For example, the per-
sonalized 3D body model may be augmented to have a same
or similar color to a skin color of the body 853 represented
the 2D body images 852, clothing or clothing colors repre-
sented in the 2D body images 852 may be used to augment
the personalized 3D body model, facial features, hair, hair
color, etc., of the body 853 represented in the 2D body image
852 may be determined and used to augment the personal-
ized 3D body model.

[0143] Similar to personalized 3D model refinement, the
approximate pose of the body in one of the 2D body images
852 may be determined and the personalized 3D body model
adjusted accordingly so that the texture obtained from that
2D body image 852 may be aligned and used to augment that
portion of the personalized 3D body model. In some imple-
mentations, alignment of the personalized 3D body model
with the approximate pose of the body 853 may be per-
formed for each 2D body image 852-1 through 852-N so that
texture information or data from the different views of the
body 853 represented in the different 2D body images 852
may be used to augment the different poses of the resulting
personalized 3D body model.

[0144] The result of the processing illustrated in the tran-
sition 850 is a personalized 3D body model 864 or avatar
representative of the body of the user, that has been gener-
ated from 2D body images 852 of the body 853 of the user.
[0145] As discussed above, features or objects expressed
in imaging data, such as human bodies, colors, textures or
outlines of the features or objects, may be extracted from the
data in any number of ways. For example, colors of pixels,
or of groups of pixels, in a digital image may be determined
and quantified according to one or more standards, e.g., the
RGB (“red-green-blue”) color model, in which the portions
of red, green or blue in a pixel are expressed in three
corresponding numbers ranging from 0 to 255 in value, or a
hexadecimal model, in which a color of a pixel is expressed
in a six-character code, wherein each of the characters may
have a range of sixteen. Moreover, textures or features of
objects expressed in a digital image may be identified using
one or more computer-based methods, such as by identifying
changes in intensities within regions or sectors of the image,
or by defining areas of an image corresponding to specific
surfaces.

[0146] Furthermore, edges, contours, outlines, colors, tex-
tures, silhouettes, shapes or other characteristics of objects,
or portions of objects, expressed in images may be identified
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using one or more algorithms or machine-learning tools. The
objects or portions of objects may be identified at single,
finite periods of time, or over one or more periods or
durations. Such algorithms or tools may be directed to
recognizing and marking transitions (e.g., the edges, con-
tours, outlines, colors, textures, silhouettes, shapes or other
characteristics of objects or portions thereof) within the
digital images as closely as possible, and in a manner that
minimizes noise and disruptions, and does not create false
transitions. Some detection algorithms or techniques that
may be utilized in order to recognize characteristics of
objects or portions thereof in digital images in accordance
with the present disclosure include, but are not limited to,
Canny edge detectors or algorithms; Sobel operators, algo-
rithms or filters; Kayyali operators; Roberts edge detection
algorithms; Prewitt operators; Frei-Chen methods; semantic
segmentation algorithms; background subtraction; or any
other algorithms or techniques that may be known to those
of ordinary skill in the pertinent arts.

[0147] Image processing algorithms, other machine learn-
ing algorithms or CNNs may be operated on computer
devices of various sizes or types, including but not limited
to smartphones or other cell phones, tablets, video cameras
or other computer-based machines. Such mobile devices
may have limited available computer resources, e.g., net-
work bandwidth, storage capacity or processing power, as
compared to larger or more complex computer devices.
Therefore, executing computer vision algorithms, other
machine learning algorithms, or CNNs on such devices may
occupy all or much of the available resources, without any
guarantee, or even a reasonable assurance, that the execution
of such algorithms will be successful. For example, pro-
cessing digital 2D body images captured by a user of a
portable device (e.g., smartphone, tablet, laptop, webcam)
according to one or more algorithms in order to produce a
personalized 3D body model from the digital images may be
an ineffective use of the limited resources that are available
on the smartphone or tablet. Accordingly, in some imple-
mentations, as discussed herein, some or all of the process-
ing may be performed by one or more computing resources
that are remote from the portable device. In some imple-
mentations, initial processing of the images to generate
binary segmented silhouettes may be performed on the
device. Subsequent processing to generate and refine the
personalized 3D body model may be performed on one or
more remote computing resources. For example, the silhou-
ettes may be sent from the portable device to the remote
computing resources for further processing. Still further, in
some implementations, texture augmentation of the person-
alized 3D body model of the body may be performed on the
portable device or remotely.

[0148] In some implementations, to increase privacy of
the user, only the binary segmented silhouette may be sent
from the device for processing on the remote computing
resources and the original 2D images that include the
representation of the user may be maintained locally on the
portable device. In such an example, the rendered person-
alized 3D body model may be sent back to the device and the
device may perform texture augmentation of the received
personalized 3D body model based on those images. Uti-
lizing such a distributed computing arrangement retains user
identifiable information on the portable device of the user
while at the same time leveraging the increased computing
capacity available at remote computing resources.
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[0149] Machine learning tools, such as artificial neural
networks, have been utilized to identify relations between
respective elements of apparently unrelated sets of data. An
artificial neural network, such as CNN, is a parallel distrib-
uted computing processor comprised of individual units that
may collectively learn and store experimental knowledge,
and make such knowledge available for use in one or more
applications. Such a network may simulate the non-linear
mental performance of the many neurons of the human brain
in multiple layers by acquiring knowledge from an environ-
ment through one or more flexible learning processes, deter-
mining the strengths of the respective connections between
such neurons, and utilizing such strengths when storing
acquired knowledge. Like the human brain, an artificial
neural network may use any number of neurons in any
number of layers, including an input layer, an output layer,
and one or more intervening hidden layers. In view of their
versatility, and their inherent mimicking of the human brain,
machine learning tools including not only artificial neural
networks but also nearest neighbor methods or analyses,
factorization methods or techniques, K-means clustering
analyses or techniques, similarity measures such as log
likelihood similarities or cosine similarities, latent Dirichlet
allocations or other topic models, or latent semantic analyses
have been utilized in image processing applications.

[0150] Artificial neural networks may be trained to map
inputted data to desired outputs by adjusting the strengths of
the connections between one or more neurons, which are
sometimes called synaptic weights. An artificial neural net-
work may have any number of layers, including an input
layer, an output layer, and any number of intervening hidden
layers. Each of the neurons in a layer within a neural
network may receive one or more inputs and generate one or
more outputs in accordance with an activation or energy
function, with parameters corresponding to the various
strengths or synaptic weights. Likewise, each of the neurons
within a network may be understood to have different
activation or energy functions; in this regard, such a network
may be dubbed a heterogeneous neural network. In some
neural networks, at least one of the activation or energy
functions may take the form of a sigmoid function, wherein
an output thereof may have a range of zero to one or O to 1.
In other neural networks, at least one of the activation or
energy functions may take the form of a hyperbolic tangent
function, wherein an output thereof may have a range of
negative one to positive one, or -1 to +1. Thus, the training
of a neural network according to an identity function results
in the redefinition or adjustment of the strengths or weights
of'such connections between neurons in the various layers of
the neural network, in order to provide an output that most
closely approximates or associates with the input to the
maximum practicable extent.

[0151] Artificial neural networks may typically be char-
acterized as either feedforward neural networks or recurrent
neural networks, and may be fully or partially connected. In
a feedforward neural network, e.g., a convolutional neural
network, information specifically flows in one direction
from an input layer to an output layer, while in a recurrent
neural network, at least one feedback loop returns informa-
tion regarding the difference between the actual output and
the targeted output for training purposes. Additionally, in a
fully connected neural network architecture, each of the
neurons in one of the layers is connected to all of the neurons
in a subsequent layer. By contrast, in a sparsely connected
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neural network architecture, the number of activations of
each of the neurons is limited, such as by a sparsity
parameter.

[0152] Moreover, the training of a neural network is
typically characterized as supervised or unsupervised. In
supervised learning, a training set comprises at least one
input and at least one target output for the input. Thus, the
neural network is trained to identify the target output, to
within an acceptable level of error. In unsupervised learning
of an identity function, such as that which is typically
performed by a sparse autoencoder, target output of the
training set is the input, and the neural network is trained to
recognize the input as such. Sparse autoencoders employ
backpropagation in order to train the autoencoders to rec-
ognize an approximation of an identity function for an input,
or to otherwise approximate the input. Such backpropaga-
tion algorithms may operate according to methods of steep-
est descent, conjugate gradient methods, or other like meth-
ods or techniques, in accordance with the systems and
methods of the present disclosure. Those of ordinary skill in
the pertinent art would recognize that any algorithm or
method may be used to train one or more layers of a neural
network. Likewise, any algorithm or method may be used to
determine and minimize the error in an output of such a
network. Additionally, those of ordinary skill in the pertinent
art would further recognize that the various layers of a neural
network may be trained collectively, such as in a sparse
autoencoder, or individually, such that each output from one
hidden layer of the neural network acts as an input to a
subsequent hidden layer.

[0153] Once a neural network has been trained to recog-
nize dominant characteristics of an input of a training set,
e.g., to associate an image with a label, a category, a cluster
or a pseudolabel thereof, to within an acceptable tolerance,
an input and/or multiple inputs, in the form of an image,
silhouette, features, known ftraits corresponding to the
image, etc., may be provided to the trained network, and an
output generated therefrom. For example, the CNN dis-
cussed above may receive as inputs a generated silhouette
and one or more body attributes (e.g., height, weight,
gender) corresponding to the body represented by the sil-
houette. The trained CNN may then produce as outputs the
predicted features corresponding to those inputs.

[0154] Referring to FIG. 9, a block diagram of compo-
nents of one image processing system 900 in accordance
with implementations of the present disclosure is shown.
[0155] The system 900 of FIG. 9 includes a body com-
position system 910, an imaging element 920 that is part of
a portable device 930 of a user, such as a tablet, a laptop, a
cellular phone, a webcam, etc., and an external media
storage facility 970 connected to one another across a
network 980, such as the Internet.

[0156] The body composition system 910 of FIG. 9
includes M physical computer servers 912-1, 912-2 . . .
912-M having one or more databases (or data stores) 914
associated therewith, as well as N computer processors
916-1, 916-2 . . . 916-N provided for any specific or general
purpose. For example, the body composition system 910 of
FIG. 9 may be independently provided for the exclusive
purpose of generating personalized 3D body models from
2D body images captured by imaging elements, such as
imaging element 920, or silhouettes produced therefrom, or,
alternatively, provided in connection with one or more
physical or virtual services configured to manage or monitor
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such information, as well as one or more other functions.
The servers 912-1, 912-2 . . . 912-M may be connected to or
otherwise communicate with the databases 914 and the
processors 916-1, 916-2 . . . 916-N. The databases 914 may
store any type of information or data, including simulated
silhouettes, body parameters, simulated 3D body models,
etc. The servers 912-1,912-2 . . . 912-M and/or the computer
processors 916-1, 916-2 . . . 916-N may also connect to or
otherwise communicate with the network 980, as indicated
by line 918, through the sending and receiving of digital
data.

[0157] The imaging element 920 may comprise any form
of optical recording sensor or device that may be used to
photograph or otherwise record information or data regard-
ing a body of the user, or for any other purpose. As is shown
in FIG. 9, the portable device 930 that includes the imaging
element 920 is connected to the network 980 and includes
one or more sensors 922, one or more memory or storage
components 924 (e.g., a database or another data store), one
or more processors 926, and any other components that may
be required in order to capture, analyze and/or store imaging
data, such as the 2D body images discussed herein. For
example, the imaging element 920 may capture one or more
still or moving images and may also connect to or otherwise
communicate with the network 980, as indicated by the line
928, through the sending and receiving of digital data.
Although the system 900 shown in FIG. 9 includes just one
imaging element 920 therein, any number or type of imaging
elements, portable devices, or sensors may be provided
within any number of environments in accordance with the
present disclosure.

[0158] The portable device 930 may be used in any
location and any environment to generate 2D body images
that represent a body of the user. In some implementations,
the portable device may be positioned such that it is sta-
tionary and approximately vertical (within approximately
ten-degrees of vertical) and the user may position their body
within a field of view of the imaging element 920 of the
portable device at different orientations so that the imaging
element 920 of the portable device may generate 2D body
images that include a representation of the body of the user
from different orientations.

[0159] The portable device 930 may also include one or
more applications 923 stored in memory that may be
executed by the processor 926 of the portable device to
cause the processor of the portable device to perform various
functions or actions. For example, when executed, the
application 923 may provide instructions to a user regarding
placement of the portable device, positioning of the body of
the user within the field of view of the imaging element 920
of the portable device, orientation of the body of the user,
etc. Likewise, in some implementations, the application may
present a personalized 3D body model, generated from the
2D body images in accordance with the described imple-
mentations, to the user and allow the user to interact with the
personalized 3D body model. For example, a user may rotate
the personalized 3D body model to view different angles of
the personalized 3D body model, obtain approximately
accurate measurements of the body of the user from the
dimensions of the personalized 3D body model, view body
fat, body mass, volume, etc. Likewise, in some implemen-
tations, the personalized 3D body model may be modified by
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request of the user to simulate what the body of the user may
look like under certain conditions, such as loss of weight,
gain of muscle, etc.

[0160] The external media storage facility 970 may be any
facility, station or location having the ability or capacity to
receive and store information or data, such as silhouettes,
simulated or rendered personalized 3D body models of
bodies, textures, body dimensions, etc., received from the
body composition system 910, and/or from the portable
device 930. As is shown in FIG. 9, the external media
storage facility 970 includes J physical computer servers
972-1, 972-2 . . . 972-] having one or more databases 974
associated therewith, as well as K computer processors
976-1, 976-2 . .. 976-K. The servers 972-1, 972-2 . . . 972-]
may be connected to or otherwise communicate with the
databases 974 and the processors 976-1, 976-2 . . . 976-K.
The databases 974 may store any type of information or
data, including digital images, silhouettes, personalized 3D
body models, etc. The servers 972-1, 972-2 . . . 972-] and/or
the computer processors 976-1, 976-2 . . . 976-K may also
connect to or otherwise communicate with the network 980,
as indicated by line 978, through the sending and receiving
of digital data.

[0161] The network 980 may be any wired network,
wireless network, or combination thereof, and may comprise
the Internet in whole or in part. In addition, the network 980
may be a personal area network, local area network, wide
area network, cable network, satellite network, cellular
telephone network, or combination thereof. The network
980 may also be a publicly accessible network of linked
networks, possibly operated by various distinct parties, such
as the Internet. In some implementations, the network 980
may be a private or semi-private network, such as a corpo-
rate or university intranet. The network 980 may include one
or more wireless networks, such as a Global System for
Mobile Communications (GSM) network, a Code Division
Multiple Access (CDMA) network, a Long Term Evolution
(LTE) network, or some other type of wireless network.
Protocols and components for communicating via the Inter-
net or any of the other aforementioned types of communi-
cation networks are well known to those skilled in the art of
computer communications and thus, need not be described
in more detail herein.

[0162] The computers, servers, devices and the like
described herein have the necessary electronics, software,
memory, storage, databases, firmware, logic/state machines,
microprocessors, communication links, displays or other
visual or audio user interfaces, printing devices, and any
other input/output interfaces to provide any of the functions
or services described herein and/or achieve the results
described herein. Also, those of ordinary skill in the perti-
nent art will recognize that users of such computers, servers,
devices and the like may operate a keyboard, keypad,
mouse, stylus, touch screen, or other device (not shown) or
method to interact with the computers, servers, devices and
the like, or to “select” an item, link, node, hub or any other
aspect of the present disclosure.

[0163] The body composition system 910, the portable
device 930 or the external media storage facility 970 may
use any web-enabled or Internet applications or features, or
any other client-server applications or features including
E-mail or other messaging techniques, to connect to the
network 980, or to communicate with one another, such as
through short or multimedia messaging service (SMS or
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MMS) text messages. For example, the servers 912-1, 912-2
... 912-M may be adapted to transmit information or data
in the form of synchronous or asynchronous messages from
the body composition system 910 to the processor 926 or
other components of the portable device 930, or any other
computer device in real time or in near-real time, or in one
or more offline processes, via the network 980. Those of
ordinary skill in the pertinent art would recognize that the
body composition system 910, the portable device 930 or the
external media storage facility 970 may operate any of a
number of computing devices that are capable of commu-
nicating over the network, including but not limited to
set-top boxes, personal digital assistants, digital media play-
ers, web pads, laptop computers, desktop computers, elec-
tronic book readers, cellular phones, and the like. The
protocols and components for providing communication
between such devices are well known to those skilled in the
art of computer communications and need not be described
in more detail herein.

[0164] The data and/or computer executable instructions,
programs, firmware, software and the like (also referred to
herein as “computer executable” components) described
herein may be stored on a computer-readable medium that is
within or accessible by computers or computer components
such as the servers 912-1, 912-2 . . . 912-M, the processor
926, the servers 972-1, 972-2 . . . 972-], or any other
computers or control systems utilized by the body compo-
sition system 910, the portable device 930, applications 923,
or the external media storage facility 970, and having
sequences of instructions which, when executed by a pro-
cessor (e.g., a central processing unit, or “CPU”), cause the
processor to perform all or a portion of the functions,
services and/or methods described herein. Such computer
executable instructions, programs, software and the like may
be loaded into the memory of one or more computers using
a drive mechanism associated with the computer readable
medium, such as a floppy drive, CD-ROM drive, DVD-
ROM drive, network interface, or the like, or via external
connections.

[0165] Some implementations of the systems and methods
of the present disclosure may also be provided as a com-
puter-executable program product including a non-transitory
machine-readable storage medium having stored thereon
instructions (in compressed or uncompressed form) that may
be used to program a computer (or other electronic device)
to perform processes or methods described herein. The
machine-readable storage media of the present disclosure
may include, but is not limited to, hard drives, floppy
diskettes, optical disks, CD-ROMs, DVDs, ROMs, RAMs,
erasable programmable ROMs (“EPROM”), electrically
erasable programmable ROMs (“EEPROM”), flash
memory, magnetic or optical cards, solid-state memory
devices, or other types of media/machine-readable medium
that may be suitable for storing electronic instructions.
Further, implementations may also be provided as a com-
puter executable program product that includes a transitory
machine-readable signal (in compressed or uncompressed
form). Examples of machine-readable signals, whether
modulated using a carrier or not, may include, but are not
limited to, signals that a computer system or machine
hosting or running a computer program can be configured to
access, or including signals that may be downloaded through
the Internet or other networks.



US 2021/0097759 Al

[0166] FIG. 10 is a block diagram of a trained body
composition model 1000 that determines body parameters
1007 of a body represented in two-dimensional images, in
accordance with implementations of the present disclosure.
As discussed above, the model 1000 may be a neural
network, such as a CNN that is trained to receive one or
more inputs that are processed to generate one or more
outputs, such as the body parameters 1007. In the illustrated
example, the trained body composition model 1006 may
include several component CNNs that receive different
inputs and provide different outputs. Likewise, outputs from
one of the component CNNs may be provided as an input to
one or more other component CNNs of the trained body
composition model. For example, the trained body compo-
sition model may include two parts of component CNNs. In
one implementation, a first component part may include one
or more feature determination CNNs 1006A and a second
component part may include a concatenation CNN 1006B.
In the illustrated example, there may be different feature
determination CNNs 1006A for each of the different body
orientations (e.g., front view, right side view, back view, left
side view, three-quarter view), different silhouettes 1004
corresponding to those different body orientations, and/or
different 2D body images corresponding to those different
body orientations, each CNN trained for inputs having the
particular orientation. Likewise, in some implementations,
the feature determination CNNs 1006A may receive mul-
tiple different types of inputs. For example, in addition to
receiving a silhouette 1004 and/or 2D body image, each
feature determination CNN 1006 A may receive one or more
body attributes 1005 corresponding to the body represented
by the silhouettes 1004 and/or 2D body images. The body
attributes 1005 may include, but are not limited to, height,
weight, gender, etc. As discussed, the trained feature deter-
mination CNNs 1006A process the inputs and generate
features representative of the bodies represented in the 2D
body images that were used to produce the silhouettes 1004.
For example, if there are four silhouettes, one for a front
view, one or a right side view, one for a back view, and one
for a left side view, the four feature determination CNNs
1006A trained for those views each produce a set of features
representative of the body represented in the 2D body image
used to generate the silhouette.

[0167] Utilizing binary silhouettes 1004 of bodies
improves the accuracy of the feature determination CNN
1006A as it can focus purely on size, shape, dimensions, etc.
of'the body, devoid of any other aspects (e.g., color, clothing,
hair, etc.). In other implementations, the use of the 2D body
images in conjunction with or independent of the silhouettes
provides additional data, such as shadows, skin tone, etc.,
that the feature determination CNN 1006A may utilize in
determining and producing a set of features representative of
the body represented in the 2D body image.

[0168] The features output from the feature determination
CNNs 1006A, in the disclosed implementation, are received
as inputs to the concatenation CNN 1006B. Likewise, in
some implementations, the concatenation CNN 1006B may
be trained to receive other inputs, such as body attributes
1005.

[0169] As discussed, the concatenation CNN 1006B may
be trained to receive the inputs of features, and optionally
other inputs, produce concatenated features, and produce as
outputs a set of body parameters 1007 corresponding to the
body represented in the 2D body images. In some imple-
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mentations, the body parameters may include hundreds of
parameters, including, but not limited to, shape, pose, vol-
ume, joint position, etc., of the represented body.

[0170] FIG. 11 is an example flow diagram of a person-
alized 3D body model generation process 1100, in accor-
dance with implementations of the present disclosure.
[0171] The example process 1100 begins upon receipt of
one or more 2D body images of a body, as in 1102. As noted
above, the disclosed implementations are operable with any
number of 2D body images for use in generating a person-
alized 3D body model of that body. For example, in some
implementations, a single 2D body image may be used. In
other implementations, two, three, four, or more 2D body
images may be used.

[0172] As discussed above, the 2D body images may be
generated using any 2D imaging element, such as a camera
on a portable device, a webcam, etc. The received 2D body
images are then segmented to produce a binary silhouette of
the body represented in the one or more 2D body images, as
in 1104. As discussed above, one or more segmentation
techniques, such as background subtraction, semantic seg-
mentation, Canny edge detectors or algorithms, Sobel opera-
tors, algorithms or filters, Kayyali operators, Roberts edge
detection algorithms, Prewitt operators, Frei-Chen methods,
or any other algorithms or techniques that may be known to
those of ordinary skill in the pertinent arts.

[0173] In addition, in some implementations, the silhou-
ettes may be normalized in height and centered in the image
before further processing, as in 1106. For example, the
silhouettes may be normalized to a standard height based on
a function of a known or provided height of the body of the
user represented in the image and an average height (e.g.,
average height of female body, average height of male
body). In some implementations, the average height may be
more specific than just gender. For example, the average
height may be the average height of a gender and a race
corresponding to the body, or a gender and a location (e.g.,
United States) of the user, etc.

[0174] The normalized and centered silhouette may then
be processed by one or more neural networks, such as one
or more CNNSs as discussed above, to generate body param-
eters representative of the body represented in the 2D body
images, as in 1108. As discussed above, there may be
multiple steps involved in body parameter prediction. For
example, each silhouette may be processed using CNNs
trained for the respective orientation of the silhouette to
generate sets of features of the body as determined from the
silhouette. The sets of features generated from the different
silhouette may then be processed using a neural network,
such as a CNN, to concatenate the features and generate the
body parameters representative of the body represented in
the 2D body images.

[0175] The body parameters may then be provided to one
or more body models, such as an SMPL body model or a
SCAPE body model and the body model may generate a
personalized 3D body model for the body represented in the
2D body images, as in 1110. In addition, in some imple-
mentations, the personalized 3D body model may be
revised, if necessary, to more closely correspond to the
actual image of the body of the user, as in 1200. Personalized
3D body model refinement is discussed above, and dis-
cussed further below with respect FIGS. 12A and 12B.
[0176] As discussed below, the personalized 3D body
model refinement process 1200 (FIG. 12A) returns an
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adjusted silhouette, as in 1114. Upon receipt of the adjusted
silhouette, the example process 1100 again generates body
parameters, as in 1108, and continues. This may be done
until no further refinements are to be made to the silhouette.
In comparison, the personalized 3D body model refinement
process 1250 (FIG. 12B) generates and returns and adjusted
personalized 3D body model and the example process 1100
continues at block 1116.

[0177] After adjustment of the silhouette and generation of
a personalized 3D body model from adjusted body param-
eters, or after receipt of the adjusted personalized 3D body
model from FIG. 12B, one or more textures (e.g., skin tone,
hair, clothing, etc.) from the 2D body images may be applied
to the personalized 3D body model, as in 1116. Finally, the
personalized 3D body model may be provided to the user as
representative of the body of the user and/or other person-
alized 3D body model information (e.g., body mass, joint
locations, arm length, body fat percentage, etc.) may be
determined from the model, as in 1118.

[0178] FIG. 12A is an example flow diagram of a person-
alized 3D body model adjustment process 1200, in accor-
dance with implementations of the present disclosure. The
example process 1200 begins by determining a pose of a
body represented in one of the 2D body images, as in 1202.
A variety of techniques may be used to determine the
approximate pose of the body represented in a 2D body
image. For example, camera parameters (e.g., camera type,
focal length, shutter speed, aperture, etc.) included in the
metadata of the 2D body image may be obtained and/or
additional camera parameters may be determined and used
to estimate the approximate pose of the body represented in
the 2D body image. For example, a personalized 3D body
model may be used to approximate the pose of the body in
the 2D body image and then a position of a virtual camera
with respect to that model that would produce the 2D body
image of the body may be determined. Based on the deter-
mined position of the virtual camera, the height and angle of
the camera used to generate the 2D body image may be
inferred. In some implementations, the camera tilt may be
included in the metadata and/or provided by a portable
device that includes the camera. For example, many portable
devices include an accelerometer and information from the
accelerometer at the time the 2D body image was generated
may be provided as the tilt of the camera. Based on the
received and/or determined camera parameters, the pose of
the body represented in the 2D body image with respect to
the camera may be determined, as in 1202.

[0179] The personalized 3D body model of the body of the
user may then be adjusted to correspond to the determined
pose of the body in the 2D body image, as in 1204. With the
personalized 3D body model adjusted to approximately the
same pose as the user represented in the image, the shape of
the personalized 3D body model may be compared to the
shape of the body in the 2D body image and/or the silhouette
to determine any differences between the personalized 3D
body model and the representation of the body in the 2D
body image and/or silhouette, as in 1206.

[0180] In some implementations, it may be determined
whether any determined difference is above a minimum
threshold (e.g., 2%). If it is determined that there is a
difference between the personalized 3D body model and the
body represented in one or more of the 2D body images, the
silhouette may be adjusted. The silhouette may then be used
to generate revised body parameters for the body repre-
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sented in the 2D body images, as discussed above with
respect to FIG. 11. If the silhouette is revised, the revised
silhouette is returned to the example process 1100, as
discussed above and as illustrated in block 1114 (FIG. 11).
If no difference is determined or if it is determined that the
difference does not exceed a minimum threshold, an indi-
cation may be returned to the example process 1100 that
there are no differences between the personalized 3D body
model and the 2D body image/silhouette.

[0181] FIG. 12B is an example flow diagram of another
personalized 3D body model adjustment process 1250, in
accordance with implementations of the present disclosure.
The example process 1250 begins by determining a pose of
abody represented in one of the 2D body images, as in 1252.
A variety of techniques may be used to determine the
approximate pose of the body represented in a 2D body
image. For example, camera parameters (e.g., camera type,
focal length, shutter speed, aperture, etc.) included in the
metadata of the 2D body image may be obtained and/or
additional camera parameters may be determined and used
to estimate the approximate pose of the body represented in
the 2D body image. For example, a personalized 3D body
model may be used to approximate the pose of the body in
the 2D body image and then a position of a virtual camera
with respect to that model that would produce the 2D body
image of the body may be determined. Based on the deter-
mined position of the virtual camera, the height and angle of
the camera used to generate the 2D body image may be
inferred. In some implementations, the camera tilt may be
included in the metadata and/or provided by a portable
device that includes the camera. For example, many portable
devices include an accelerometer and information from the
accelerometer at the time the 2D body image was generated
may be provided as the tilt of the camera. Based on the
received and/or determined camera parameters, the pose of
the body represented in the 2D body image with respect to
the camera may be determined, as in 1252.

[0182] The personalized 3D body model of the body of the
user may then be adjusted to correspond to the determined
pose of the body in the 2D body image, as in 1254. With the
personalized 3D body model adjusted to approximately the
same pose as the user represented in the image, a 2D model
image from the personalized 3D body model is generated, as
in 1256. The 2D model image may be generated, for
example, by converting or imaging the personalized 3D
body model into a 2D image with the determined pose, as if
a digital 2D image of the personalized 3D body model had
been generated. Likewise, the 2D model image may be a
binary image with pixels corresponding to the model having
a first set of values (e.g., white—RGB values of 255, 255,
255) and pixels that do not represent the model having a
second set of values (e.g., black—RGB values of 0, 0, 0)

[0183] The 2D model image is then compared with the 2D
body image and/or the silhouette to determine any differ-
ences between the 2D model image and the representation of
the body in the 2D body image and/or silhouette, as in 1258.
For example, the 2D model image may be aligned with the
2D body image and/or the silhouette and pixels between the
images compared to determine differences between the
pixels values. In implementations in which the pixels are
binary (e.g., white or black) an error (e.g., % difference) may
be determined as a difference in pixel values between the 2D
model image and the 2D body image. That error is differ-
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entiable and may be utilized to adjust the body parameters
and, as a result, the shape of the personalized 3D body
model.

[0184] In some implementations, it may be determined
whether any determined difference is above a minimum
threshold (e.g., 2%). If it is determined that there is a
difference between the 2D model image and the body
represented in one or more of the 2D body images/silhou-
ette, the personalized 3D body model and/or the body
parameters may be adjusted to correspond to the shape
and/or size of body represented in the 2D body image and/or
the silhouette, as in 1260. This example process 1250 may
continue until there is no difference between the 2D model
image and the 2D body image/silhouette, or the difference is
below a minimum threshold. As discussed above, the revised
personalized 3D body model produced from the example
process 1250, or if no adjustment are necessary, the person-
alized 3D body model is returned to example process 1100
at block 1112 and the process 1100 continues.

[0185] FIG. 13 is a block diagram of an example system
1300 operable to determine body fat measurements 1314
from a 2D body image, in accordance with implementations
of the present disclosure. As discussed above, the input 2D
body image may include a representation of an entire body
or arepresentation of a portion of the body (e.g., head, torso,
leg, arm, head to knee, neck to knee, neck to torso, etc.).
Likewise, while the discussions herein focus primarily on
receiving and processing a 2D body image, the disclosed
implementations may likewise be used with 2D video. In
such an implementation, a frame from the video may be
extracted and processed with the disclosed implementations
to determine body fat measurements for a body represented
in the extracted frame.

[0186] Each component of the system 1300 may be per-
formed as computer executable instructions executing on a
computing device, such as the computing resources 103/203
(FIGS. 1A, 1B, 2) and/or the portable device 130/230 (FIGS.
1A, 1B, 2). In some implementations, all aspects of the
system may execute on one set of computing resources, such
as the computing resources 103/203 or the portable device
130/230. In other implementations, a first portion of the
system 1300 may execute on one set of computing
resources, such as the portable device 130/230 while a
second portion of the system 1300 executes on a second set
of computing resources, such as the computing resources
103/203.

[0187] Regardless of the source, the 2D body image is
received by an input handling component 1302. The input
handling component, as discussed in further detail below
with respect to FIGS. 15 and 16, processes the received 2D
body image and produces a normalized body image 1305.
The normalized body image is of a defined size, such as
640x256 pixels by 3 channels (red, green, blue). Likewise,
pixels that do not represent the body may be suppressed by
setting their color values to a defined color, such as black (0,
0, 0). The normalized body image decreases the number of
input variations into the remainder of the system 1300.

[0188] The normalized body image is then passed to a
modeling component 1304 that may include one or more
neural networks 1307. For example, the neural network
1307 may be a modified version of a residual network, such
as ResNet-50. Residual learning, or a residual network, such
as ResNet-50 utilizes several layers or bottlenecks that are
stacked and trained to the task to be performed (such as
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image classification). The network learns several low/mid/
high level features at the end of its layers. In residual
learning, the neural network 1307 is trained to learn the
residual of each bottleneck. A residual can be simply under-
stood as a subtraction of the feature learned from input of
that layer. Some residual networks, such as ResNet-50 do
this by connecting the output of one bottleneck to the input
of another bottleneck.

[0189] As discussed further below, the disclosed imple-
mentations modify the residual network by extracting the
features learned in each layer and concatenating those
features with the output of the network to determine a body
fat measurement value 1314 of the body represented in the
received 2D body image. The neural network 1307 is
discussed in further detail below with respect to FIGS. 17
and 18.

[0190] In addition to determining a body fat measurement
value 1314 of the body represented in the 2D image, in some
implementations, an update component 1306 may be used to
determine one or more loss functions 1311 from the deter-
mined body fat measurements and from anchor body fat
measurements 1315 that are maintained by the system 1300.
Anchor body fat measurements, as discussed further below,
may be baseline or known body fat measurements for
different images, different body parts, body fat measure-
ments corresponding to different body shapes, muscle defi-
nitions, etc. The determined loss functions 1311 may be fed
back into the modeling component 1304 and/or directly to
the neural network 1307 as a feedback 1313. The feedback
may be used to improve the accuracy of the system 1300.
Loss functions are discussed in greater detail below with
respect to FIG. 19.

[0191] In some implementations, additional information
may be received by the system 1300 and used as additional
inputs to the system 1300. For example, additional infor-
mation about the body, such as age, gender, ethnicity, height,
weight, etc., may also be received as inputs and used by the
neural network 1307 in determining a body fat measurement
representation and/or a body fat measurement value, as
discussed herein.

[0192] FIG. 14 is a block diagram of another example
system 1400 operable to determine body fat measurements
from multiple 2D body images, in accordance with imple-
mentations of the present disclosure.

[0193] Inthe example illustrated in FIG. 14, multiple input
images are received by the input handling component 1402
and each image is processed, as discussed below, to generate
respective normalized body images. For example, if a first
image is a front side view image, the front side view image
may be processed by the input handling component 1402 to
produce a normalized front body image 1405-1. Likewise, if
the second image is a back side view image, the back side
view image may be processed by the input handling com-
ponent 1402 to produce a normalized back body image
1405-2.

[0194] Each normalized body image 1405 is passed to the
modeling component 1404 and processed by one or more
neural networks, such as neural network 1407-1 or neural
network 1407-2 to determine respective body fat measure-
ment values. The outputs of those processes may be com-
bined to produce a single body fat measurement value 1414
representative of the body represented in the input images.
[0195] In addition, the determined body fat measurement
may be processed by an update component 1406 along with
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anchor body measurements 1415 to determine one or more
loss functions 1411 that are provided as feedback 1413 to the
modeling component and/or the neural networks 1407 to
improve the accuracy of the system 1400. In some imple-
mentations the final body fat measurement value 1414 may
be processed by the update component 1406 to determine
the loss functions. In other implementations, the determined
body fat measurement representations determined for each
of the normalized body images may be individually pro-
cessed by the update component 1406 and the respective
loss function provided as feedback 1413 to the respective
portion of the modeling component and/or the neural net-
work that processed the normalized body image. For
example, the update component may determine a first loss
function based on the determined body fat measurement
generated by the neural network 1407-1 and provide first
loss functions as first feedback to the neural network 1407-1.
Likewise, the update component 1406 may also determine a
second loss function based on the determined body fat
measurement generated by the neural network 1407-2 and
provide the second loss functions as second feedback to the
neural network 1407-2.

[0196] Instill other examples, rather than utilizing a single
neural network to process each received normalized input
image, neural networks may be trained to process a combi-
nation of normalized input images to determine a body fat
measurement value. For example, if the combination of front
side view body image and back side view body image is
often received, a single neural network may be trained to
process both normalized body images concurrently to deter-
mine a body fat measurement value from the two images. In
other implementations, other combinations of images, body
directions in the images, or number of images may likewise
be used to train a neural network for processing those images
and determining a body fat measurement for the body
represented in those images.

[0197] In some implementations, additional information
may be received by the system 1400 and used as additional
inputs to the system 1400. For example, additional infor-
mation about the body, such as age, gender, ethnicity, height,
weight, etc., may also be received as inputs and used by the
neural networks 1407 in determining a measured visual
body fat representation and/or a body fat measurement
value, as discussed herein.

[0198] In some implementations, the system 1300/1400
may also produce other outputs in addition to the body fat
measurement representations and/or body fat measurement
values. For example, in some implementations, the disclosed
implementations may also produce information indicating
the age, gender, ethnicity, body mass index, height, weight,
body dimensions (e.g., arm length, waist circumference, leg
circumference, etc.).

[0199] FIG. 15 is an example 2D body image handling
process 1500, in accordance with implementations of the
present disclosure. The example process 1500 may be per-
formed by the input handing component 1302/1402 dis-
cussed above in FIGS. 13 and 14.

[0200] The example process 1500 begins upon receipt of
a 2D body image, as in 1502. The 2D body image may be
received directly from a 2D camera or may be one of the 2D
body images selected from the body direction determination
and body direction image selection process 600 (FIG. 6)
discussed above.
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[0201] Regardless of the source, the received 2D body
image is segmented and the pixels that correspond to a
background are suppressed to isolate the body represented in
the image and produce a background suppressed image, as
in 1504 and 1506. For example, referring now to FIG. 16,
input image 1610, which in this example is a 2D body image
1601, may be processed to segment 1612 pixels of the image
that represent the body 1600 from pixels of the image that
do not represent the body, referred to herein as background
1602-1/1602-2 pixels, to produce an image that only
includes a representation of the body 1600, as represented in
the segmented image 1603. Segmentation may be done
through, for example, background subtraction, semantic
segmentation, etc. In one example, a baseline image of the
background may be known and used to subtract out pixels of
the image that correspond to pixels of the baseline image,
thereby leaving only foreground pixels that represent the
body. The background pixels may be assigned RGB color
values for black (i.e., 0, 0, 0).

[0202] In another example, a neural network utilizing a
semantic segmentation algorithm may be trained using
images of bodies, such as human bodies, or simulated
human bodies to train the neural network to distinguish
between pixels that represent human bodies and pixels that
do not represent human bodies. In such an example, the
neural network may process the received image 1601 and
indicate or label pixels that represent portions of the body,
such as hair, body, hands, feet, upper-clothing, lower-cloth-
ing, and pixels that do not represent the body (background).
The background pixels 1602-1/1602-2 may be assigned
RGB color values for black (i.e., 0, 0, 0).

[0203] In other implementations, other forms or algo-
rithms, such as edge detection, shape detection, etc., maybe
used to determine pixels of the image that represent the body
and pixels of the image that do not represent the body and
pixels that do not represent the body suppressed.

[0204] Returning to FIG. 15, the background suppressed
image is then normalized to produce a normalized body
image, as in 1508. Referring again to FIG. 16, background
suppressed image 1603 is normalized 1614 to produce a
normalized body image 1605 that is of a defined size, such
as 640x256 pixels, with three channels (Red, Green, Blue).
Producing the normalized body image may include rescaling
the body 1600 to fill a bounding box of the defined size and
then setting the normalized body image to that bounding box
so that the body is resized and centered in the image.

[0205] FIG. 17 is an example body fat measurement
determination process 1700, in accordance with implemen-
tations of the present disclosure. The example body fat
measurement determination process may be performed by
the modeling component 1304/1404 (FIGS. 13 and 14)
discussed above. For example, the body fat measurement
determination process 1700 may be performed by the modi-
fied neural network 1307/1407 discussed above.

[0206] The example process 1700 begins upon receipt of
the normalized body image, as in 1702. The normalized
body image may be, for example, the normalized body
image produced from the example process 1600 (FIG. 16).

[0207] The normalized body image is processed as an
input to a first bottleneck of the neural network and the first
bottleneck outputs a downsampled feature representation, as
in 1704. For example, referring to FIG. 18, illustrated is an
example system 1800 that includes a neural network 1807
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configured to determine body fat measurements from a
normalized 2D image, in accordance with implementations
of the present disclosure.

[0208] FIG. 18 illustrates an example neural network, such
as ResNet-50, modified as discussed herein. In the illustrated
example, the neural network 1807 includes five bottlenecks
1807-1, 1807-2, 1807-3, 1807-4, and 1807-5, each of which
process an input and generate a downsampled feature rep-
resentation as an output. Each bottleneck is a stack of
deep-learning units, such as convolution layers, non-linear
activation functions (Rectified Linear Units (“RelL.U™)),
pooling operations (MaxPooling, Average Pooling) and
batch normalization.

[0209] In the illustrated example, each bottleneck 1807-1
through 1807-5 reduces the spatial resolution of the input by
a factor of two. In other implementations, the spatial reso-
Iution may be downsampled differently.

[0210] The first bottleneck 1807-1 receives the normalized
body image 1814 as the input and reduces the spatial
resolution of the normalized body image from 640x256, by
a factor of two, down to 320x128. Likewise, in this example,
the channels are increased to 64 channels. In other imple-
mentations, channel increase may be different based on, for
example, computing capacity, computation time, etc.
Accordingly, in this example, the output of the first bottle-
neck 1807-1 is a feature representation 1808-1 with a height
of 320, a width of 128, and 64 channels.

[0211] Referring back to FIG. 17, the example process
1700 then generates extracted features from the down-
sampled feature representation, as in 1706. For example, the
features from any one or more bottlenecks may be extracted
by averaging the outputs of the bottleneck across the spatial
dimensions. For example, referring again to FIG. 18, if the
features are extracted from the output 1808-1 of the first
bottleneck 1807-1, the 64 feature channels are averaged
across the 320x128 spatial dimensions to get F;, €64x1. In
some implementations, features may not be extracted from
all bottlenecks of the neural network. For example, as
illustrated in FIG. 18, features may not be extracted from the
first output of the first bottleneck for use in determining the
body fat measurement. In other examples, features may not
be extracted from other bottlenecks of the neural network. In
comparison, in some implementations, features may be
extracted from all bottleneck outputs and utilized with the
disclosed implementations.

[0212] As the features are extracted, a determination is
made as to whether additional bottlenecks remain to be
processed, as in 1710. If it is determined that additional
bottlenecks remain, the downsampled feature representation
from the upstream bottleneck is used as the input to the next
bottleneck, as in 1712, and the process 1700 continues.
[0213] For example, referring again to FIG. 18, the first
downsampled feature representation 1808-1 output from the
first bottleneck 1807-1 is provided as an input to the second
bottleneck 1807-2. The second bottleneck 1807-2 receives
the first downsampled feature representation 1808-1, which
has spatial dimensions of 320x128, and 64 channels and
processes that input to produce a second downsampled
feature representation 1808-2 that has spatial dimensions of
160x64 and 256 channels. As the example process 1700
(FIG. 17) continues, the third bottleneck 1807-3 receives the
second downsampled feature representation 1808-2 and
processes that input to produce a third downsampled feature
representation 1808-3 that has spatial dimensions of 80x32
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and 512 channels. The fourth bottleneck 1807-4 receives the
third downsampled feature representation 1808-3 and pro-
cesses that input to produce a fourth downsampled feature
representation 1808-4 that has spatial dimensions of 40x16
and 1024 channels. The fifth bottleneck 1807-5 receives the
fourth downsampled feature representation 1808-4 and pro-
cesses that input to produce a fifth downsampled feature
representation 1808-5 that has spatial dimensions of 20x8
and 2048 channels.

[0214] As illustrated in the example process 1700 and the
system 1800, extracted features 1810 are generated from the
output downsampled feature representations, as in 1706. For
example, continuing with the discussion of FIG. 18, the 256
channels of the second downsampled feature representation
1808-2 may be averaged 1809-2 across the 160x64 spatial
dimensions to get second extracted features 1810-2 F,
€256x1. The 512 channels of the third downsampled feature
representation 1808-3 may be averaged 1809-3 across the
80x32 spatial dimensions to get third extracted features
1810-3 F; €512x1. The 1024 channels of the fourth down-
sampled feature representation 1808-4 may be averaged
1809-4 across the 40x16 spatial dimensions to get fourth
extracted features 1810-4 F,£1024x1. The 2048 channels of
the fifth downsampled feature representation 1808-5 may be
averaged 1809-5 across the 20x8 spatial dimensions to get
fifth extracted features 1810-5 F,&2048x1.

[0215] Inaddition to the extracted features 1810-2 through
1810-5 (i.e., F, through F.) extracted from each down-
sampled output, a neural network output feature may also be
generated based on an output of the neural network 1200.
For example, block 1209-6, which corresponds to block
1209-5, may output an average of the fifth downsampled
feature representation 1208-5. A linear function 1211 may be
applied to the output to produce a 1000-channel feature
1808-6 F..

[0216] Returning to FIG. 17, if there are no additional
bottlenecks to process, the example process 1700 utilizes a
multi-scale representation which combines the extracted
features from each of the downsampled inputs and concat-
enates them with the 1000-channel feature output from the
neural network to produce concatenated features, as in 1712.
[0217] Referring again to FIG. 18, as features 1810-2
through 1810-5 are extracted or after all have been extracted,
the features are concatenated. For example, F, 1810-2 is
concatenated with F5 1810-3, which is concatenated with F,
1810-4, which is then concatenated with F; 1810-5, as
illustrated by concatenation indicators 1814-2, 1814-3,
1814-4. The concatenation of features F, through F; is also
concatenated with the feature F output from the neural
network 1807, as indicated by concatenation indicators
1814-5 and 1814-6 to produce concatenated features 1810-7
F~[F,, F3, F,, Fs, F5]€4840x1.

[0218] A linear function may then be applied to the
concatenated features to determine a body fat measurement
representation, as in 1714 (FIG. 17). For example, as illus-
trated in FIG. 18, linear function 1813 may be applied to F,
1810-7 to produce a determined body fat measurement
representation 1815 which, in this example is a 65x1 dimen-
sional vector. For example, the determined body fat mea-
surement representation (“V”’) 1815 may be determined as:

V=WxF+BE65x1

where WE65x4840 and BE65 are weights and bias of a
linear function which my be implemented as a matrix
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product WxF, and summed with the bias matrix B. The
weights may be different for each feature F, through F, and
may be applied as part of the extraction and averaging 1209,
or as part of the vector representation of the body fat
measurement representation. In other implementations, no
weights may be applied.

[0219] As illustrated, the above determines a 65-dimen-
sional measured body fat representation VE65x1 in which
each element V,, j€{0, . . . 64} denotes the probability of the
body fat measurement being j. This body fat measurement
representation 1815 may then be further processed to deter-
mine a body fat measurement value, as in 1716. For
example, a probability weighted average of V, namely
\A/:ZJ.VJ., may be determined and used as the body fat
measurement value (“V”). For example, if the neural net-
work 1807 determines that the probability of the body fat
measurement being 22 is 0.5, the probability of the body fat
measurement being 23 is 0.5, and all other probabilities are
0:

P=22x0.5+23x0.5=22.5

[0220] FIG. 19 is an example model optimization process
1900, in accordance with implementations of the present
disclosure. As discussed above, in some implementations
the determined body fat measurement representation or the
body fat measurement value may be compared to known or
anchor body fat measurement representation or anchor body
fat measurement values to determine loss functions and
those loss functions may be provided back to the neural
network to improve the accuracy of the neural network and
the resultant body fat measurements.

[0221] The example process 1900 begins by determining
anchor body fat measurements (“A”), as in 1902. The anchor
body fat measurements may be vector based body fat
measurements representations and/or body fat measure-
ments values. The anchor body fat measurements may be
obtained from human annotators that are trained to deter-
mine body fat measurements for bodies represented in
images, obtained from other systems that measure body fat
of a body (e.g., DEXA, ADP), and/or obtained from other
sources. In some implementations, the anchor body fat
measurements may be an average of multiple body fat
measurements of a body obtained from different sources. For
example, if there are N human annotators that have deter-
mined the body fat of a particular body to be a;, a,, a5 . . .
a,, an anchor body fat measurement may be determined for
the body as an average of those determinations

A 12
_N"an'

[0222] Likewise, to determine an anchor probability dis-
tribution, a probability distribution may be determined based
on the body fat measurements provided by the annotators
themselves. For example, if four annotators determine the
body fat measurement of the body to be 20, 21, 21, 22, the
probability distribution may be determined to be A,,=0.25,
A,,=0.5, A,,=0.25, and A =0, Y&{20, 21, 22}. As another
example, the body fat measurements may be fit to a Gauss-
ian probability distribution that is centered about the average
body fat measurement and decays as it moves away from the
average. The peak location and the rate of decay may be
controlled by varying the mean and sigma parameters |1, O.
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[0223] Returning to FIG. 19, in this example, two loss
functions, a KL-Divergence and a Smooth L1 loss may be
computed. Computation may be done in parallel, as illus-
trated, or in series. Likewise, in other implementations
fewer, additional, and/or different loss functions may be
computed and used to update the parameters of the neural
networks to improve the operation thereof and continue to
increase the accuracy of the resultant visual body fat mea-
surements.

[0224] For the KL-Divergence, a probability distribution
of the anchor body fat measurements is determined, as in
1904. The probability distribution of the anchor body fat
measurements may be determined as discussed above.
[0225] A divergence between the probability distribution
of the anchor body fat measurement and the determined
body fat measurement representation is then determined, as
in 1906. As discussed above, the determined body fat
measurement representation may be a 65-dimensional vec-
tor that represents the probability distribution of the body fat
measurement determined in accordance with the above
disclosed implementations.

[0226] An anchor body fat measurement value (“A™) may
also be determined for the anchor body fat measurements, as
in 1908. As discussed above, the body fat measurement
value may be an average of the body fat measurements for
the body received from different sources. The smooth L1
loss, also known as a Huber Loss, is an unsigned difference
between the anchor body fat measurement value (A) and the
determined body fat measurement value (V), or [V-Al, as in
1910.

[0227] Finally, the neural network may be adjusted based
on the computed loss functions, in this example the diver-
gence and the absolute difference, as in 1912.

[0228] In addition to generating personalized 3D body
models of a body and/or determining body fat of the body,
as discussed above, in some implementations, predicted
personalized 3D body models may be determined and pre-
sented that represent the predicted appearance of the body
with different body measurement values. For example, if a
user desires to see how their body will look if the user lowers
their body from a current body fat measurement value to a
target body fat measurement value, the disclosed implemen-
tations may determine predicted personalized 3D body
parameters of the body of the user with a different body fat
percentage and generate, based on those predicted person-
alized 3D body parameters a predicted personalized 3D
body model representative of a predicted appearance of the
body of the user with the target body fat measurement value.
Likewise, in some implementations, multiple predicted per-
sonalized 3D body models may be generated for a body and
a user my interact with the personalized 3D body models to
view different predicted personalized 3D body models with
different body measurements.

[0229] FIG. 20 is an example transition diagram of the
generation of predicted personalized 3D body models, in
accordance with implementations of the present disclosure.
As illustrated, different predicted personalized 3D body
models 2008 may be generated based on personalized 3D
body parameters 2000 and/or other body information 2003
about a body so that the generated predicted personalized 3D
body models are representative of the actual body under
consideration. For example, personalized 3D body param-
eters 2000, determined as discussed above, may be provided
to a neural network 2004 with or without other body
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information 2003 about the body. Other body information
may include, but is not limited to, height, weight, age,
gender, ethnicity, body type, etc.

[0230] In addition to the personalized 3D body parameters
2000 and optionally other body information 2003, target
body measurements and/or target activities 2002 may be
provided to the neural network 2004 and used by the neural
network to produce one or more predicted personalized 3D
body models. Target body measurements may be one or
more of any adjustable body measurement of a body, such
as body fat, muscle mass, body weight, etc. Activities may
be any activities that the user desires to perform to adjust one
or more body measurements. For example, activities may
include, but are not limited to, exercising X number of
minutes, Y days per week, limiting calorie intake to Z
calories per day, sleeping ZZ hours per day, etc.

[0231] The disclosed implementations may consider activ-
ity targets and other information about the body to determine
potential changes in one or more body measurement values
over time and utilize that information to generate predicted
personalized 3D body models. For example, if a user pro-
vides a target of exercising 30 minutes per day, six days per
week, the disclosed implementations may determine, assum-
ing all other factors (e.g., food intake, rest, etc.) remain
unchanged, the predicted change in the body fat measure-
ment and/or muscle mass of the body of the user and utilize
that information to generate predicted personalized 3D body
models 2008.

[0232] In some implementations, the neural network may
also consider historical information about the body to deter-
mine different predicted personalized 3D body parameters
that correspond to the target body measurement values. For
example, if historical information, such as a series of target
body measurements and/or personalized 3D body param-
eters over a period of time have been maintained for the
body, the disclosed implementations may compare different
personalized 3D body parameters for those different mea-
surements to determine the rate or amount of change that
occurs for different portions of the body. For example, if a
body of a user loses weight first in their face and torso area,
that information may be determined from historical 3D body
parameters for the body and the rate of change for those
different portions of the body may be used to generate
predicted personalized 3D body parameters based on a target
body measurement.

[0233] Likewise, different body model parameters may be
applied based on the target changes or target activities, such
as walking compared to weightlifting to represent different
predicted personalized 3D body models having different
appearances. For example, if a user specifies a target body
fat percentage that is 10% lower than their current body fat
percentage and an activity change of walking X miles per
day, Y days per week, the disclosed implementations may
utilize a first neural network to generate a predicted person-
alized 3D body model with fat and muscle changes that
correspond to the target body fat that are likely based on the
specified activity of walking. In comparison, if the user
specifies a target body fat percentage that is 10% lower than
their current body fat percentage and an activity change of
lifting weights X minutes per day, Y days per week, the
disclosed implementations may utilize a second neural net-
work to generate a predicted personalized 3D body model

Apr. 1,2021

with fat and muscle changes that correspond to the target
body fat that are likely based on the specified activity of
lifting weights.

[0234] Referring back to FIG. 20, and as discussed further
below, the predicted personalized 3D body parameters gen-
erated by the neural network 2004 based on the personalized
3D body parameters and the target body measurements
and/or activities may be further processed using post pro-
cessing 2006 to further adapt the generated predicted per-
sonalized 3D body models to the personalized 3D body
model 2001. For example, shading, contours, clothing pat-
terns, skin color, etc., of the personalized 3D body model
2001 may be adjusted and applied to the predicted person-
alized 3D body models as part of the post processing 2006
to further adjust the predicted personalized 3D body models
to the appearance of the body represented in the personal-
ized 3D body model 2001.

[0235] As will be appreciated, in some implementations,
multiple predicted personalized 3D body models may be
determined using the disclosed implementations and a 3D
body model adjustor 2010 may be presented to the user to
allow the user to interact with and view the different
predicted personalized 3D body models. In the example
illustrated in FIG. 20, four predicted personalized 3D body
models 2008-1, 2008-2, 2008-3, and 2008-4 are generated
that correspond to the personalized 3D body model 2001.
The different predicted personalized 3D body models 2008
illustrate the body represented by the personalized 3D body
model 2001 having different body measurement values. For
example, if the personalized 3D body model 2001 has body
measurements represented by f(x), a first predicted person-
alized 3D body model 2008-1 may represent the body with
a first lower body fat measurement, represented as f(x-y)
and a second predicted personalized 3D body model 2008-2
may represent the body with a second lower body fat
measurement that is lower than the first body fat measure-
ment, represented as f(x-y-z). Similarly, the disclosed
implementations may also generate predicted personalized
3D body models representative of the body at higher body
measurements. For example, predicted personalized 3D
body model 2008-3 may represent the body with a first
higher body fat measurement, represented as f(x+y) and a
second predicted personalized 3D body model 2008-4 may
represent the body with a second higher body fat measure-
ment that is higher than the first body fat measurement,
represented as f(x+y+z). As a specific example, if the
personalized 3D body model has a 27% body fat measure-
ment value, the first predicted personalized 3D body model
2008-1 may correspond to a 22% body fat measurement
value, the second predicted personalized 3D body model
2008-2 may correspond to a 17% body fat measurement
value, the third predicted personalized 3D body model may
correspond to a 32% body fat measurement value, and the
fourth predicted personalized 3D body model may corre-
spond to a 37% body fat measurement value.

[0236] As will be appreciated, any range of body mea-
surement values may be selected and used to generate
predicted body models and any number of predicted body
models may be generated using the disclosed implementa-
tions. Likewise, while the disclosed implementations pri-
marily discuss changes in body fat value measurements,
other adjustable body measurements, such as muscle mass
may likewise be predicted and illustrated with the disclosed
implementations.
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[0237] In still further implementations, one or more pre-
dicted personalized 3D body models and the personalized
3D body model may be integrated to produce multiple
predicted personalized 3D body models between each gen-
erated predicted personalized 3D body model such that a
user can visualize a continuous change to the appearance of
the body between the different body measurement values.
For example, the personalized 3D body model 2001 may be
integrated with each of the four predicted personalized 3D
body models 2008-1, 2008-2, 2008-3, and 2008-4 to pro-
duce any number of intervening predicted personalized 3D
body models that may rendered and presented as a user
interacts with the 3D body model adjustor 2010 to illustrate
the predicted appearance of the body between any of the
different predicted personalized 3D body models.

[0238] FIG. 21 is an example 3D body model adjustor
process 2100, in accordance with implementations of the
present disclosure. The example process 2100 begins by
obtaining a personalized 3D body model of a body, person-
alized 3D body parameters of that body, and current body
measurements, as in 2102. For example, the personalized 3D
body model, personalized 3D body parameters, and/or the
current body measurements, may be obtained from any of
the above described implementations. Alternatively, or in
addition thereto, one or more of the personalized 3D body
parameters and/or the current body measurements may be
obtained from other sources, such as from a user, a third

party, etc.

[0239] The example process 2100 also receives one or
more target body measurements, such as a target change in
body fat measurement value or a target change in muscle
mass measurement value and optionally one or more target
activities, as in 2104. A target activity, as discussed above,
may be any activity (e.g., walking, running, lifting weights,
swimming, skiing, etc.) or change in behavior (change in
calorie intake, change in sleep, etc.) specified by a user that
will result in a change in one or more body measurement
values.

[0240] Based on current body measurements, body infor-
mation, and target body measurements and/or activity tar-
gets, non-personalized 3D body parameters and one or more
predicted non-personalized 3D body parameters are deter-
mined by the predicted non-personalized 3D body param-
eters determination process, as in 2200. The predicted non-
personalized 3D body parameters determination process
2200 is discussed in further detail below with respect to FIG.
22. As discussed below, the output from the predicted
non-personalized 3D body parameters determination pro-
cess 2200 is one or more sets of predicted non-personalized
3D body parameters generated by a trained neural network
based on the target body measurements, body information,
and any activity goals received by the example process 2100
at blocks 2102 and 2104.

[0241] Utilizing the predicted non-personalized 3D body
parameters, one or more predicted personalized 3D body
models are generated by the generate predicted personalized
3D body models process, as in 2300. The generate predicted
personalized 3D body models process 2300 is discussed in
further detail below with respect to FIG. 23. As discussed
below, the output from the generate predicted personalized
3D body model process 2300 is one or more predicted
personalized 3D body models corresponding to the person-
alized 3D body model received in block 2102.
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[0242] The example process 2100 may then integrate the
returned predicted personalized 3D body models and the
personalized 3D body model to produce a 3D body model
adjustor that may be viewed and interacted with by a user to
view predicted appearances of the body at different body
measurements, as in 2110. For example, the personalized 3D
body model and a first predicted personalized 3D body
model may be integrated by averaging the two models to
determine body parameters for intermediate personalized
3D body models between the personalized 3D body model
and the predicted personalized 3D body model.

[0243] Finally, the 3D body model adjustor is presented to
a user so that the user can interact with the 3D body model
adjustor and view the predicted appearance changes to the
body based on different activities and/or based on different
body measurements, as in 2112.

[0244] FIG. 22 is an example predicted non-personalized
3D body parameters determination process 2200, in accor-
dance with implementations of the present disclosure. The
example process 2200 begins upon receipt of current body
measurements (e.g., weight, body fat measurement value,
muscle mass measurement value, etc.) and body information
(e.g., age, gender, ethnicity, height, body type, etc.), as in
2202. In addition, one or more target body measurements
and/or activity targets are received, as in 2204. For example,
a user may provide a target change in body fat, muscle mass,
body weight, etc. Alternatively, or in addition thereto, a user
may specify one or more changes in activities and/or behav-
ior that will affect one or more body measurements. In
addition, the example process may also determine if there is
any historical 3D body parameters maintained in a memory.
For example, if the body has been scanned by the disclosed
implementations periodically over a period of time and
personalized 3D body parameters determined for the body at
each of those points in time, changes in body measurements
and the corresponding changes in the personalized 3D body
parameters may be utilized to determine how the body will
likely respond to additional body measurement changes. For
example, it may be determined from historical personalized
3D body parameters that when the body loses or gains body
fat, on average, 30% of that gain/loss occurs in the legs of
the body, 55% of that gain/loss occurs in the torso of the
body, 10% of that gain/loss occurs in the arms of the body,
and 5% of that gain/loss occurs in the head and neck of the
body.

[0245] The example process 2200 may then select one or
more neural networks based on one or more of the body
information, body measurements, and/or stored historical
3D body parameters for the body, as in 2206.

[0246] As discussed, multiple different neural networks
may be trained to produce predicted non-personalized 3D
body parameters based on different body types, ages, gender,
ethnicity, etc., because different bodies may respond differ-
ently to difference changes in body measurements. For
example, older men may lose body fat first in their face and
neck compared to younger women who may lose body fat
first in their legs and arms. In addition, bodies respond
differently to different activity types. For example, if a target
is to decrease body fat measurement values and an activity
type is lifting weights, the body may respond by increasing
muscle mass and losing a first amount of body weight
thereby resulting in a first body composition that has more
muscle mass and a lower body fat measurement values.
Comparatively, if the same body has the same target change
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in body fat measurement value but an activity target of
altering calorie intake and walking, the body will respond by
losing more body fat but not gaining as much muscle mass,
compared to the prior example. As a result, the predicted
personalized 3D body models will appear different, because
one will have a larger gain in muscle mass, even though the
body fat percentage measurement will be the same.

[0247] In some implementations, the selected neural net-
work may also be adjusted based on body measurements,
body information, activity targets, and/or historical person-
alized 3D body parameters known for the body.

[0248] After selecting and/or adjusting the neural network,
non-personalized 3D body parameters and one or more sets
of predicted non-personalized 3D body parameters are deter-
mined by the neural network, as in 2208. In some imple-
mentations, a single set of predicted 3D body parameters
may be determined for the target body measurements and/or
the target activities. In other implementations, multiple sets
of predicted non-personalized 3D body parameters may be
determined for the body. Predicted non-personalized 3D
body parameters are generated by the neural network based
on body information about the body and based on the trained
data of the neural network that correspond to the size, shape,
ethnicity, gender, historical information, etc., of the body. As
discussed further below, while the non-personalized 3D
body parameters and predicted non-personalized 3D body
parameters correspond to the body, they may not be directly
representative of the body. As such, as discussed further
below, the non-personalized 3D body parameters and pre-
dicted non-personalized 3D body parameters may be further
processed to generate predicted personalized 3D body
parameters that are directly correlated to the body to be
represented by the predicted personalized 3D body models.
[0249] FIGS. 23A through 23B is an example generate
predicted personalized 3D body model process 2300, in
accordance with implementations of the present disclosure.
The example process 2300 begins by receiving a personal-
ized 3D body parameters (FIG. 10), non-personalized 3D
body parameters (FIG. 22), and predicted non-personalized
3D body parameters (FIG. 22), as in 2302.

[0250] A delta or difference is then determined between
the non-personalized 3D body parameters and the predicted
non-personalized 3D body parameters, as in 2304. Those
deltas are then applied to the personalized 3D body param-
eters to produce predicted personalized 3D parameters that
illustrate the predicted change from a current state of the
body to the target or predicted state of the body, based on the
personalized 3D body parameters, as in 2306.

[0251] Utilizing the predicted personalized 3D body
parameters, a predicted personalized 3D body model repre-
sentative of a predicted appearance of the body at the target
or predicted state of the body is generated, as in 2308. The
predicted personalized 3D body parameters may be used to
generate a predicted personalized 3D body model as if the
predicted personalized 3D body parameters were personal-
ized 3D body parameters.

[0252] A determination is then made as to whether the
delta or change exceeds a threshold, as in 2310. The thresh-
old may be any defined amount or value and may vary for
different bodies, different ranges of body measurement val-
ues, different body types, etc.

[0253] Ifitis determined that the delta does not exceed the
threshold, texture (e.g., clothing, skin color, hair color) and
shading (e.g., body contours, shadows) from the personal-
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ized 3D body model are modified according to the changes
in the personalized 3D body parameters and applied to the
predicted personalized 3D body model, as in 2312. In
addition to applying texture and shading from the person-
alized 3D body model to the predicted personalized 3D body
model, or if it is determined that the delta exceeds the
threshold, one or more generic texture and/or shading may
be applied to the predicted personalized 3D body model, as
in 2314. Generic texture may include generic clothing that
may be applied when the delta exceeds the threshold.
Generic shading may be shadings applied to different body
types to aid in the illustration of muscle definition at
different body fat or muscle mass measurement values.

[0254] After generating a first predicted personalized 3D
body model, a determination is made as to whether addi-
tional predicted non-personalized 3D body parameters
remain for which a predicted personalized 3D body model is
to be generated, as in 2316. If no predicted non-personalized
3D body parameters remain, the example process 2300
completes, as in 2318. However, if there are additional
predicted non-personalized 3D body parameters for which
predicted personalized 3D body models are to be generated,
the example process 2300 determines a next delta between
a next predicted non-personalized 3D body parameters and
an adjacent predicted non-personalized 3D body parameters,
as in 2320. Adjacent predicted non-personalized 3D body
parameters may be any set of predicted non-personalized 3D
body parameters. For example, if the first predicted non-
personalized 3D body parameters corresponds to a body
with 20% body fat, an adjacent set of predicted non-
personalized body parameters may be the next set that
corresponds to the body at a 15% body fat.

[0255] Referring now to FIG. 23B, the next delta is then
applied to the predicted personalized 3D body parameters to
generate next predicted personalized 3D body parameters, as
in 2324. As above, the next predicted personalized 3D body
parameters may then be used to generate a next predicted
personalized 3D body model, as in 2326.

[0256] A difference between the next predicted personal-
ized 3D body parameters and the personalized 3D body
parameters may also be determined, as in 2328, and a
determination made as to whether that difference exceeds
the threshold, as in 2330. The threshold discussed in 2330
and in 2310 may be the same or a different threshold. For
example, texture and shading from the personalized 3D
body model may be applied to predicted personalized 3D
body models provided the differences between the person-
alized 3D body model and the predicted personalized 3D
body model do not exceed 10%. By determining, for each
generated predicted personalized 3D body model, a differ-
ence between that predicted personalized 3D body model
and the personalized 3D body model, the same threshold
may be used to determine whether to transform and apply
texture and/or shading from the personalized 3D body model
or only apply generic texture and/or shading. If it is deter-
mined that the difference exceeds the threshold, the example
process 2300 returns to block 2314 and continues. In com-
parison, if it is determined that the difference does not
exceed the threshold, the example process 2300 returns to
block 2312 and continues.

[0257] FIG. 24 is an example predicted by model appear-
ance process 2400, in accordance with implementations of
the present disclosure. The example process 2400 may be
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used to simulate how a body or a predicted body may look
in different clothing or outfits.

[0258] The example process 2400 begins by receiving a
personalized 3D body model or predicted personalized 3D
body model of a body, as in 2402. The example process may
then determine a texture and/or clothing to apply to the
personalized 3D body model or predicted personalized 3D
body model, as in 2404. For example, a user may specify
that they want to see how the body will look in a wedding
dress, a bathing suit, a suit, shorts, etc., when the body has
different body measurements (e.g., higher/lower body fat).
[0259] The determined clothing/texture is then adjusted to
correspond to the personalized 3D body parameters and/or
predicted personalized 3D body parameters corresponding
to the personalized 3D body model or predicted personalized
3D body model so that the clothing/texture conforms to the
shape of the respective personalized 3D body model, as in
2406.

[0260] Finally, the texture/clothing is applied to the per-
sonalized 3D body model and/or predicted personalized 3D
body model and presented to a user so that the user can view
the clothing/texture on the body at different body measure-
ments, as in 2408. In some implementations, the personal-
ized 3D body model with the applied clothing/texture and
one or more predicted personalized 3D body models with
the applied clothing/texture may be integrated, as discussed
above and a 3D body model adjustor generated that allows
the user to view the body at each different body measure-
ment with the applied clothing/texture.

[0261] FIG. 25 is a block diagram of example components
of a portable device 2530 and remote computing resources
2503, in accordance with implementations of the present
disclosure. In some implementations, the portable device
2530 may correspond to the portable device 930 of FIG. 9
and/or the computing resources 2503 or the 3D body model
system 2501 may correspond to the body composition
system 910 of FIG. 9.

[0262] As illustrated, the portable device may be any
portable device 2530 such as a tablet, cellular phone, laptop,
wearable, etc. The imaging element 2520 of the portable
device 2530 may comprise any form of optical recording
sensor 2522 or device that may be used to photograph or
otherwise record information or data regarding a body of the
user, or for any other purpose. As is shown in FIG. 25, the
portable device 2530 is connected to the network 2502 and
includes one or more memory 2524 or storage components
(e.g., a database or another data store), one or more proces-
sors 2526, an accelerometer 2528 or other position/orienta-
tion/angle determining component, an output, such as a
display 2530, speaker, haptic output, etc., and any other
components that may be required in order to capture, ana-
lyze and/or store and/or transmit imaging data, such as the
2D body images discussed herein and/or to receive person-
alized 3D body parameters and/or body measurements and
to render and present a personalized 3D body model. For
example, the imaging element 2520 may capture one or
more still or moving images. The portable device 2530 may
also connect to or otherwise communicate with the network
2502 through the sending and receiving of digital data.
[0263] The portable device 2530 may be used in any
location and any environment to generate 2D body images
that represent a body of the user. In some implementations,
the portable device may be positioned such that it is sta-
tionary and approximately vertical (within approximately
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ten-degrees of vertical) and the user may position their body
within a field of view of the imaging element 2520 of the
portable device at different directions so that the imaging
element 2520 of the portable device may generate 2D body
images that include a representation of the body of the user
from different directions, also referred to herein as 2D body
direction images.

[0264] The portable device 2530 may also include one or
more applications 2525, such as presentation application
2525-1, stored in memory that may be executed by the one
or more processors 2526 of the portable device to cause the
processor of the portable device to perform various func-
tions or actions. For example, when executed, the applica-
tion 2525 may provide instructions to a user regarding
placement of the portable device, positioning of the body of
the user within the field of view of the imaging element 2520
of the portable device, pose of the body, direction of the
body, etc. Likewise, in some implementations, the presen-
tation application 2525-1 may present a personalized 3D
body model, generated from the 2D body images in accor-
dance with the described implementations, to the user and
allow the user to interact with the personalized 3D body
model. For example, a user may rotate the personalized 3D
body model to view different angles of the personalized 3D
body model, obtain approximately accurate measurements
of the body of the user from the dimensions of the person-
alized 3D body model, view body measurements, such as
body fat, body mass, volume, etc.

[0265] The application may also include or communicate
with one or more neural networks, such as a body point
location neural network 2550-1, pose determination neural
network 2550-2, a 2D body direction image selection neural
network 2550-3, a body fat measurement determination
neural network 2550-4, and/or a predicted personalized 3D
body model neural network 2550-5 that are maintained in
the memory 2524 of the portable device 2530 and executed
by the one or more processors 2526 of the portable device
2530. As discussed above, the body point location neural
network may receive one or more 2D body image from the
imaging element 2520, process those images and generate,
for each received image, a heat map indicating predicted
body point locations. The pose determination neural net-
work 2550-2 may receive as inputs the heat map produced
by the body point location neural network 2550-1 and
further process that heat map to determine whether the body
represented in the 2D body image is in a defined pose, such
as an A Pose. The 2D body direction image selection neural
network 2550-3 may also receive the heat map and/or the 2D
body images and further process that information to deter-
mine body direction confidence scores for a plurality of 2D
body images and to select a 2D body image as the 2D body
direction image for a determined body direction. The body
fat measurement determination neural network 1550-4 may
receive one or more 2D body images and/or one or more
normalized body images and process those images to deter-
mine a body fat measurement value representation illustra-
tive of the body fat of the body represented in the image(s).
The predicted personalized 3D body model neural network
2550-5 may receive one or more adjustments to body
measurements and/or activity levels, generally targets, and
generate predicted personalized 3D body parameters corre-
sponding to those targets and/or generate predicted person-
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alized 3D body models corresponding to those targets that
are representative of the predicted body appearance based on
those targets.

[0266] Machine learning tools, such as artificial neural
networks, have been utilized to identify relations between
respective elements of apparently unrelated sets of data. An
artificial neural network, such as CNN, is a parallel distrib-
uted computing processor comprised of individual units that
may collectively learn and store experimental knowledge,
and make such knowledge available for use in one or more
applications. Such a network may simulate the non-linear
mental performance of the many neurons of the human brain
in multiple layers by acquiring knowledge from an environ-
ment through one or more flexible learning processes, deter-
mining the strengths of the respective connections between
such neurons, and utilizing such strengths when storing
acquired knowledge. Like the human brain, an artificial
neural network may use any number of neurons in any
number of layers, including an input layer, an output layer,
and one or more intervening hidden layers. In view of their
versatility, and their inherent mimicking of the human brain,
machine learning tools including not only artificial neural
networks but also nearest neighbor methods or analyses,
factorization methods or techniques, K-means clustering
analyses or techniques, similarity measures such as log
likelihood similarities or cosine similarities, latent Dirichlet
allocations or other topic models, or latent semantic analyses
have been utilized in image processing applications.

[0267] Artificial neural networks may be trained to map
inputted data to desired outputs by adjusting the strengths of
the connections between one or more neurons, which are
sometimes called synaptic weights. An artificial neural net-
work may have any number of layers, including an input
layer, an output layer, and any number of intervening hidden
layers. Each of the neurons in a layer within a neural
network may receive one or more inputs and generate one or
more outputs in accordance with an activation or energy
function, with parameters corresponding to the various
strengths or synaptic weights. Likewise, each of the neurons
within a network may be understood to have different
activation or energy functions; in this regard, such a network
may be dubbed a heterogeneous neural network. In some
neural networks, at least one of the activation or energy
functions may take the form of a sigmoid function, wherein
an output thereof may have a range of zero to one or O to 1.
In other neural networks, at least one of the activation or
energy functions may take the form of a hyperbolic tangent
function, wherein an output thereof may have a range of
negative one to positive one, or -1 to +1. Thus, the training
of a neural network according to an identity function results
in the redefinition or adjustment of the strengths or weights
of'such connections between neurons in the various layers of
the neural network, in order to provide an output that most
closely approximates or associates with the input to the
maximum practicable extent.

[0268] Artificial neural networks may typically be char-
acterized as either feedforward neural networks or recurrent
neural networks, and may be fully or partially connected. In
a feedforward neural network, e.g., a CNN, information
specifically flows in one direction from an input layer to an
output layer, while in a recurrent neural network, at least one
feedback loop returns information regarding the difference
between the actual output and the targeted output for training
purposes. Additionally, in a fully connected neural network
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architecture, each of the neurons in one of the layers is
connected to all of the neurons in a subsequent layer. By
contrast, in a sparsely connected neural network architec-
ture, the number of activations of each of the neurons is
limited, such as by a sparsity parameter.

[0269] Moreover, the training of a neural network is
typically characterized as supervised or unsupervised. In
supervised learning, a training set comprises at least one
input and at least one target output for the input. Thus, the
neural network is trained to identify the target output, to
within an acceptable level of error. In unsupervised learning
of an identity function, such as that which is typically
performed by a sparse autoencoder, target output of the
training set is the input, and the neural network is trained to
recognize the input as such. Sparse autoencoders employ
backpropagation in order to train the autoencoders to rec-
ognize an approximation of an identity function for an input,
or to otherwise approximate the input. Such backpropaga-
tion algorithms may operate according to methods of steep-
est descent, conjugate gradient methods, or other like meth-
ods or techniques, in accordance with the systems and
methods of the present disclosure. Those of ordinary skill in
the pertinent art would recognize that any algorithm or
method may be used to train one or more layers of a neural
network. Likewise, any algorithm or method may be used to
determine and minimize the error in an output of such a
network. Additionally, those of ordinary skill in the pertinent
art would further recognize that the various layers of a neural
network may be trained collectively, such as in a sparse
autoencoder, or individually, such that each output from one
hidden layer of the neural network acts as an input to a
subsequent hidden layer.

[0270] Once a neural network has been trained to recog-
nize dominant characteristics of an input of a training set,
e.g., to associate an image with a label, a category, a cluster
or a pseudolabel thereof, to within an acceptable tolerance,
an input and/or multiple inputs, in the form of an image,
features, known traits corresponding to the image, etc., may
be provided to the trained network, and an output generated
therefrom. For example, one of the neural network discussed
above may receive as inputs a 2D body direction image. The
trained neural network may then produce as outputs the
probability that the body is a particular body direction. As
another example, one of the neural network discussed above
may receive as inputs the 2D body direction image and
generate as outputs a heat map indicating for each x, y
coordinate of the heat map a probability that the coordinate
corresponds to a body point of the body represented in the
2D body direction image.

[0271] Returning to FIG. 25, the application 2525, upon
selection of a 2D body direction image by the 2D body
direction image selection neural network 2550-3 may send,
via the network 2502, the selected 2D body direction image
to the computing resources 2503 for processing by the 3D
body model system 2501.

[0272] Generally, the 3D body model system 2501
includes computing resource(s) 2503. The computing
resource(s) 2503 are separate from the portable device 2530.
Likewise, the computing resource(s) 2503 may be config-
ured to communicate over the network 2502 with the
portable device 2530 and/or other external computing
resources, data stores, etc.

[0273] As illustrated, the computing resource(s) 2503 may
be remote from the portable device 2530 and implemented
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as one or more servers 2503(1), 2503(2), . . ., 2503(P) and
may, in some instances, form a portion of a network-
accessible computing platform implemented as a computing
infrastructure of processors, storage, software, data access,
and so forth that is maintained and accessible by compo-
nents/devices of the 3D body model system 2501 and/or the
portable device 2530 via the network 2502, such as an
intranet (e.g., local area network), the Internet, etc. The
computing resources 2503, which may include one or more
neural network, may process one or more 2D body direction
images representative of a body of a user, generate therefrom
personalized 3D body parameters and/or body measure-
ments, and send those personalized 3D body parameters
and/or body measurements to the portable device 2530. In
other implementations, some or all of the 3D body model
system 2501 may be included or incorporated on the por-
table device, as illustrated.

[0274] The computing resource(s) 2503 do not require
end-user knowledge of the physical location and configu-
ration of the system that delivers the services. Common
expressions associated for these remote computing resource
(s) 2503 include “on-demand computing,” “software as a
service (SaaS),” “platform computing,” “network-accessible
platform,” “cloud services,” “data centers,” and so forth.
Each of the servers 2503(1)-(P) include a processor 2517
and memory 2519, which may store or otherwise have
access to a 3D body model system 2501.

[0275] The network 2502 may be any wired network,
wireless network, or combination thereof, and may comprise
the Internet in whole or in part. In addition, the network
2502 may be a personal area network, local area network,
wide area network, cable network, satellite network, cellular
telephone network, or combination thereof. The network
2502 may also be a publicly accessible network of linked
networks, possibly operated by various distinct parties, such
as the Internet. In some implementations, the network 2502
may be a private or semi-private network, such as a corpo-
rate or university intranet. The network 2502 may include
one or more wireless networks, such as a Global System for
Mobile Communications (GSM) network, a Code Division
Multiple Access (CDMA) network, a Long Term Evolution
(LTE) network, or some other type of wireless network.
Protocols and components for communicating via the Inter-
net or any of the other aforementioned types of communi-
cation networks are well known to those skilled in the art of
computer communications and thus, need not be described
in more detail herein.

[0276] The computers, servers, devices and the like
described herein have the necessary electronics, software,
memory, storage, databases, firmware, logic/state machines,
microprocessors, communication links, displays or other
visual or audio user interfaces, printing devices, and any
other input/output interfaces to provide any of the functions
or services described herein and/or achieve the results
described herein. Also, those of ordinary skill in the perti-
nent art will recognize that users of such computers, servers,
devices and the like may operate a keyboard, keypad,
mouse, stylus, touch screen, or other device (not shown) or
method to interact with the computers, servers, devices and
the like, or to “select” an item, personalized 3D body model,
body measurements, and/or any other aspect of the present
disclosure.

[0277] The 3D body model system 2501, the application
2525, and/or the portable device 2530 may use any web-

Apr. 1,2021

enabled or Internet applications or features, or any other
client-server applications or features including E-mail or
other messaging techniques, to connect to the network 2502,
or to communicate with one another, such as through short
or multimedia messaging service (SMS or MMS) text mes-
sages. For example, the servers 2503-1, 2503-2 . . . 2503-P
may be adapted to transmit information or data in the form
of synchronous or asynchronous messages from the 3D body
model system 2501 to the processor 2526 or other compo-
nents of the portable device 2530, or any other computer
device in real time or in near-real time, or in one or more
offline processes, via the network 2502. Those of ordinary
skill in the pertinent art would recognize that the 3D body
model system 2501 may operate any of a number of com-
puting devices that are capable of communicating over the
network, including but not limited to set-top boxes, personal
digital assistants, digital media players, web pads, laptop
computers, desktop computers, electronic book readers,
cellular phones, and the like. The protocols and components
for providing communication between such devices are well
known to those skilled in the art of computer communica-
tions and need not be described in more detail herein.

[0278] The data and/or computer executable instructions,
programs, firmware, software and the like (also referred to
herein as “computer executable” components) described
herein may be stored on a computer-readable medium that is
within or accessible by computers or computer components
such as the servers 2503-1, 2503-2 . . . 2503-P, the processor
2526, or any other computers or control systems utilized by
the application 2525, the 3D body model system 2501,
and/or the portable device 2530, and having sequences of
instructions which, when executed by a processor (e.g., a
central processing unit, or “CPU”), cause the processor to
perform all or a portion of the functions, services and/or
methods described herein. Such computer executable
instructions, programs, software and the like may be loaded
into the memory of one or more computers using a drive
mechanism associated with the computer readable medium,
such as a floppy drive, CD-ROM drive, DVD-ROM drive,
network interface, or the like, or via external connections.

[0279] Some implementations of the systems and methods
of the present disclosure may also be provided as a com-
puter-executable program product including a non-transitory
machine-readable storage medium having stored thereon
instructions (in compressed or uncompressed form) that may
be used to program a computer (or other electronic device)
to perform processes or methods described herein. The
machine-readable storage media of the present disclosure
may include, but is not limited to, hard drives, floppy
diskettes, optical disks, CD-ROMs, DVDs, ROMs, RAMs,
erasable programmable ROMs (“EPROM”), electrically
erasable programmable ROMs (“EEPROM”), flash
memory, magnetic or optical cards, solid-state memory
devices, or other types of media/machine-readable medium
that may be suitable for storing electronic instructions.
Further, implementations may also be provided as a com-
puter executable program product that includes a transitory
machine-readable signal (in compressed or uncompressed
form). Examples of machine-readable signals, whether
modulated using a carrier or not, may include, but are not
limited to, signals that a computer system or machine
hosting or running a computer program can be configured to
access, or including signals that may be downloaded through
the Internet or other networks.
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[0280] Although the disclosure has been described herein
using exemplary techniques, components, and/or processes
for implementing the systems and methods of the present
disclosure, it should be understood by those skilled in the art
that other techniques, components, and/or processes or other
combinations and sequences of the techniques, components,
and/or processes described herein may be used or performed
that achieve the same function(s) and/or result(s) described
herein and which are included within the scope of the
present disclosure.

[0281] Additionally, in accordance with the present dis-
closure, the training of machine learning tools (e.g., artificial
neural networks or other classifiers) and the use of the
trained machine learning tools to detect body pose, deter-
mine body point locations, determined body direction, and/
or to generate personalized 3D body models of a body based
on one or more 2D body images of that body may occur on
multiple, distributed computing devices, or on a single
computing device, as described herein.

[0282] Likewise, while the above discussions focus pri-
marily on a personalized 3D body model of a body being
generated from multiple 2D body direction images, in some
implementations, the personalized 3D body model may be
generated based on a single 2D body direction image of the
body. In other implementations, two or more 2D direction
body images may be used with the disclosed implementa-
tions. Likewise, a single 2D body direction image, such as
a front view image, may be used to determine body mea-
surements. In general, the more 2D body direction images,
the more accurate the final representation and dimensions of
the personalized 3D body model may be.

[0283] Still further, while the above implementations are
described with respect generating personalized 3D body
models of human bodies represented in 2D body images, in
other implementations, non-human bodies, such as dogs,
cats, or other animals may be modeled in 3D based on 2D
images of those bodies. Accordingly, the use of a human
body in the disclosed implementations should not be con-
sidered limiting.

[0284] It should be understood that, unless otherwise
explicitly or implicitly indicated herein, any of the features,
characteristics, alternatives or modifications described
regarding a particular implementation herein may also be
applied, used, or incorporated with any other implementa-
tion described herein, and that the drawings and detailed
description of the present disclosure are intended to cover all
modifications, equivalents and alternatives to the various
implementations as defined by the appended claims. More-
over, with respect to the one or more methods or processes
of the present disclosure described herein, including but not
limited to the flow charts shown in FIGS. 4 through 7, 11,
12A, 12B, 15, 17, and 19 through 24, orders in which such
methods or processes are presented are not intended to be
construed as any limitation on the claimed inventions, and
any number of the method or process steps or boxes
described herein can be combined in any order and/or in
parallel to implement the methods or processes described
herein. Also, the drawings herein are not drawn to scale.
[0285] Conditional language, such as, among others,
“can,” “could,” “might,” or “may,” unless specifically stated
otherwise, or otherwise understood within the context as
used, is generally intended to convey in a permissive manner
that certain implementations could include, or have the
potential to include, but do not mandate or require, certain
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features, elements and/or steps. In a similar manner, terms
such as “include,” “including” and “includes” are generally
intended to mean “including, but not limited to.” Thus, such
conditional language is not generally intended to imply that
features, elements and/or steps are in any way required for
one or more implementations or that one or more imple-
mentations necessarily include logic for deciding, with or
without user input or prompting, whether these features,
elements and/or steps are included or are to be performed in
any particular implementation.

[0286] The elements of a method, process, or algorithm
described in connection with the implementations disclosed
herein can be embodied directly in hardware, in a software
module stored in one or more memory devices and executed
by one or more processors, or in a combination of the two.
A software module can reside in RAM, flash memory, ROM,
EPROM, EEPROM, registers, a hard disk, a removable disk,
a CD-ROM, a DVD-ROM or any other form of non-
transitory computer-readable storage medium, media, or
physical computer storage known in the art. An example
storage medium can be coupled to the processor such that
the processor can read information from, and write infor-
mation to, the storage medium. In the alternative, the storage
medium can be integral to the processor. The storage
medium can be volatile or nonvolatile. The processor and
the storage medium can reside in an ASIC. The ASIC can
reside in a user terminal. In the alternative, the processor and
the storage medium can reside as discrete components in a
user terminal.

[0287] Disjunctive language such as the phrase “at least
one of X, Y, or Z,” or “at least one of X, Y and Z,” unless
specifically stated otherwise, is otherwise understood with
the context as used in general to present that an item, term,
etc., may be either X, Y, or Z, or any combination thereof
(e.g., X, Y, and/or Z). Thus, such disjunctive language is not
generally intended to, and should not, imply that certain
implementations require at least one of X, at least one of Y,
or at least one of Z to each be present.

[0288] Unless otherwise explicitly stated, articles such as

a” or “an” should generally be interpreted to include one or
more described items. Accordingly, phrases such as “a
device configured to” are intended to include one or more
recited devices. Such one or more recited devices can also
be collectively configured to carry out the stated recitations.
For example, “a processor configured to carry out recitations
A, B and C” can include a first processor configured to carry
out recitation A working in conjunction with a second
processor configured to carry out recitations B and C.

[0289] Language of degree used herein, such as the terms
“about,” “approximately,” “generally,” “nearly” or “substan-
tially” as used herein, represent a value, amount, or char-
acteristic close to the stated value, amount, or characteristic
that still performs a desired function or achieves a desired
result. For example, the terms “about,” “approximately,”
“generally,” “nearly” or “substantially” may refer to an
amount that is within less than 10% of, within less than 5%
of, within less than 1% of, within less than 0.1% of, and
within less than 0.01% of the stated amount.

[0290] Although the invention has been described and
illustrated with respect to illustrative implementations
thereof, the foregoing and various other additions and omis-
sions may be made therein and thereto without departing
from the spirit and scope of the present disclosure.
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What is claimed is:

1. A computer-implemented method, comprising:

determining a body fat measurement value of a body;

determining personalized three-dimensional (“3D”) body
parameters corresponding to the body;

receiving a target body fat measurement value represen-

tative of a target body fat measurement value of the
body;

determining, based at least in part on the personalized 3D

body parameters and the target body fat measurement
value, predicted personalized 3D body parameters rep-
resentative of a predicted appearance of the body at the
target body fat measurement value;

generating, based at least in part on the predicted person-

alized 3D body parameters, a predicted personalized
3D body model of the body, the predicted personalized
3D body model representative of the predicted appear-
ance of the body at the target body fat measurement
value; and

presenting, on a display, the predicted personalized 3D

body model.

2. The computer-implemented method of claim 1, further
comprising:

integrating at least the personalized 3D body model and

the predicted personalized 3D body model to produce
a 3D body model adjustor that includes a plurality of
personalized 3D body models representative of pre-
dicted appearances of the body between the personal-
ized 3D body model and the predicted personalized 3D
body model.

3. The computer-implemented method of claim 1, further
comprising:

determining non-personalized 3D body parameters corre-

sponding to the body;

determining, based at least in part on the target body fat

measurement value, predicted non-personalized 3D
body parameters;

determining a delta between the predicted non-personal-

ized 3D body parameters and the non-personalized 3D
body parameters; and

applying the delta to the personalized 3D body parameters

to produce the predicted personalized 3D body param-
eters.

4. The computer-implemented method of claim 3,
wherein generating the predicted personalized 3D body
model further includes:

determining that the delta does not exceed a threshold;

and

in response to determining that the delta does not exceed

the threshold:

transforming, based at least in part on the predicted
personalized 3D body parameters, at least one of a
texture or a shading of the personalized 3D body
model to produce a transformed texture or a trans-
formed shading; and

applying, to the predicted personalized 3D body model,
at least one of the transformed texture or the trans-
formed shading.

5. A computing system, comprising:

one or more processors; and

a memory storing program instructions that, when

executed by the one or more processors, cause the one
or more processors to at least:
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determine at least one target body measurement value
for a body measurement of a body;

determine, based at least in part on the target body
measurement value, predicted personalized 3D body
parameters corresponding to a predicted appearance
of the body with the altered body measurement
value;

generate, based at least in part on the predicted per-
sonalized 3D body parameters, a predicted person-
alized 3D body model representative of the predicted
appearance of the body with the target body mea-
surement value; and

present at least a portion of the predicted personalized
3D body model.

6. The computing system of claim 5, wherein the program
instructions that, when executed by the one or more proces-
sors, further cause the one or more processors to at least:

determine personalized 3D body parameters correspond-

ing to an appearance of the body;
determine non-personalized 3D body parameters corre-
sponding to body measurements of the body;

determine predicted non-personalized 3D body param-
eters corresponding to at least the at least one altered
body measurement value;

determine a delta between the predicted non-personalized

3D body parameters and the non-personalized 3D body
parameters; and

apply the delta to the personalized 3D body parameters to

produce the predicted personalized 3D body param-
eters.

7. The computing system of claim 6, wherein the program
instructions that, when executed by the one or more proces-
sors, further cause the one or more processors to at least:

determine that the delta exceeds a threshold; and

in response to a determination that the delta exceeds the

threshold, apply a general shading or a general texture
to the predicted personalized 3D body model.

8. The computing system of claim 6, wherein the program
instructions that, when executed by the one or more proces-
sors, further cause the one or more processors to at least:

determine that the delta does not exceed a threshold; and

in response to a determination that the delta does not

exceed the threshold:

transform at least one of a shading or a texture of a
personalized 3D body model representative of an
appearance of the body to produce a transformed
texture or a transformed shading that corresponds to
the predicted personalized 3D body model; and

apply at least one of the transformed texture or the
transformed shading to the predicted personalized
3D body model.

9. The computing system of claim 5, wherein the target
body measurement value is at least one of a weight of the
body, a body fat measurement value of the body, or a muscle
mass of the body.

10. The computing system of claim 5, wherein the pro-
gram instructions that, when executed by the one or more
processors, further cause the one or more processors to at
least:

generate a personalized 3D body model of the body based

at least in part on personalized 3D body parameters,
wherein the personalized 3D body model is different
than the predicted personalized 3D body model.
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11. The computing system of claim 5, wherein the pro-
gram instructions that, when executed by the one or more
processors, further cause the one or more processors to at
least:
generate a second predicted personalized 3D body model,
wherein the second predicted personalized 3D body
model is representative of the body having a second
body measurement value between the target body mea-
surement value and a current body measurement value;

integrate at least two of a personalized 3D body model
representative of the body, the predicted personalized
3D body model, or the second predicted personalized
3D body model to produce a 3D body model adjustor
that includes 3D representations of the body with
different body measurement values between the current
body measurement value and the altered body mea-
surement value; and

present the personalized 3D body model adjustor such

that a user can interact with the 3D body model adjustor
and view different 3D representations of the body with
the different body measurement values.

12. The computing system of claim 11, wherein the
program instructions that, when executed by the one or more
processors to cause the one or more processors to integrate
the at least two of the personalized 3D body model, the
predicted personalized 3D body model, or the second pre-
dicted personalized 3D body model, further include instruc-
tions that, when executed by the one or more processors,
further cause the one or more processors to at least:

average personalized 3D body models of at least two of

the personalized 3D body model, the predicted person-
alized 3D body model, or the second predicted person-
alized 3D body model.

13. The computing system of claim 5, wherein the pro-
gram instructions that, when executed by the one or more
processors further cause the one or more processors to at
least:

determine that a plurality of historical personalized 3D

body parameters for the body are known;
determine, for the body and based at least in part on the
plurality of historical personalized 3D body param-
eters, changes in personalized 3D body parameters
resultant from changes in the body measurement; and

select a neural network based at least in part on the
changes, wherein the neural network is used to generate
the predicted personalized 3D body parameters.

14. The computing system of claim 5, wherein the pro-
gram instructions that, when executed by the one or more
processors, further cause the one or more processors to at
least:

receive an activity target indicative of a change in at least

one activity type for the body; and

select, based at least in part on the activity type, a neural

network, wherein the neural network determines the
predicted personalized 3D body parameters.

15. The computing system of claim 14, wherein:

the activity type is at least one of a cardio activity or a

weightlifting activity; and
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the neural network is selected based on training data
corresponding to the cardio activity or the weightlifting
activity and representative of body model changes
resultant from the cardio activity or the weightlifting
activity.

16. A method, comprising:

determining personalized 3D body parameters for a body;

generating, based at least in part on the personalized 3D
body parameters, a personalized 3D body model rep-
resentative of an appearance of the body;

receiving a target body measurement value, wherein the
target body measurement value is a different value than
a value of a current body measurement value;

determining, using one or more neural networks, pre-
dicted personalized 3D body parameters for the body
with the target body measurement value;

generating, based at least in part on the predicted person-
alized 3D body parameters, a predicted personalized
3D body model representative of a predicted appear-
ance of the body with the target body measurement
value; and

presenting the predicted personalized 3D body model.

17. The method of claim 16, further comprising:

determining, with the one or more neural networks,
predicted non-personalized 3D body parameters;

determining a delta between the predicted non-personal-
ized 3D body parameters and non-personalized 3D
body parameters; and

applying the delta to the personalized 3D body parameters
to produce the predicted personalized 3D body param-
eters.

18. The method of claim 16, further comprising:

determining historical personalized 3D body parameters
for the body, the historical personalized 3D body
parameters indicative of actual personalized 3D body
parameters of the body at prior points in time;

determining, based at least in part on the historical per-
sonalized 3D body parameters, personalized 3D body
parameter changes indicative of actual body parameter
changes of the body; and

altering the neural network based at least in part on the
historical personalized 3D body parameters.

19. The method of claim 16, further comprising:

applying at least one of a texture or a shading to the
predicted personalized 3D body model, wherein the at
least one of the texture or the shading are based at least
in part on a texture or a shading of a personalized 3D
body model of the body.

20. The method of claim 19, further comprising:

determining that a delta between the personalized 3D
body model and the predicted personalized 3D body
model does not exceed a threshold; and

wherein applying the at least one of the texture or the
shading is in response to determining that the delta does
not exceed the threshold.
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